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•Neutrino	Oscillations	at	the	10	GeV	scale	
•The	IceCube/DeepCore	Detector	
•Results:	
•Muon	neutrino	disappearance	
•Tau	neutrino	appearance	
•Neutrino	Mass	Ordering	

•Future	plans
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Atmospheric	Neutrino	Oscillations
•Atmospheric	ν’s	are	observed	
over	wide	range	of	energies	&	
pathlengths	(∝	cosθ)	
•oscillations	produce	distinctive	
pattern	in	(Eν,	cosθ,	Zlavor)	
space	
•constrain	systematics	using	
events	in	“side	band”	regions	
where	oscillations	do	not	occur	
•large	volume	⇒	high	statistics	

•For	reference:	
•at	L	=	dE,	P(νµ→νµ)	=	min.	at	  
Eν	~	25	GeV	
•see	matter	effects	below	  
Eν	~	10	GeV
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The	IceCube/DeepCore	Detector
•IceCube/DeepCore	
•More	densely	instrumented	
region	at	bottom	center	
•DOMs	7m	(~40m)	apart	vertically	
(horizontally)		

•Below	2100m,	high	optical	clarity	
• ~50m	scattering	length;	~150m	
absorption	length	

•Surrounding	DOMs	provide	active	
down-going	µ	veto
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Neutrino	Oscillogram
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Neutrino	Oscillogram
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For	IceCube	particle	physics	at	
(much)	higher	Eν,	see	tomorrow’s	
plenary	talk	by	Carlos	Argüelles!

………..105-6
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General	Features	of	IceCube	Osc.	Analyses
•Technique:	
•Use	IceCube	modules	
surrounding	DeepCore	to	veto	
down-going	cosmic-ray	muon	
bkgd.	
•Require	interaction	vertex	be	
contained	in	DeepCore…	
•…and	that	muon	endpoint	be	
within	~100m	of	DeepCore	edge		

•Constrain	systematics	by	using	
•up-	and	down-going	atm.	ν	events	

•track-like	and	cascade-like	  
atm.	ν	events	

•Use	3	dimensions:	(E,	cosθ,	PID)
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General	Features	of	IceCube	Osc.	Analyses
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•Analysis	highlights:	
•Background	rejection:	~108	
•Resolutions	

•νµ	CC	@	20	GeV	(tracks):	σ(θzen,	E)trk	=	(~20◦,	~40%)	

•νx	@	20	GeV	(cascades):	σ(θzen,	E)cscd	=	(~25◦,	~35%)	
•Main	nuisance	params	(of	~dozen	total)	
•Detector	effects:	
•relative	module	optical	sensitivity	
•ice	properties	

•Oscillation	parameter	uncertainties	
•Flux	uncertainties
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νµ	Disappearance:	Analysis

10

Re
la
tiv
e	
ch
an
ge
	to
	e
ve
nt
	ra
te
	w
he
n	

in
cr
ea
si
ng
	o
pt
ic
al
	e
f=i
ci
en
cy
	b
y	
10
%

Change	has	impact	across	up/down/trk/cscd	events;	
impact	in	oscillation	regime	can	be	disentangled	thereby.
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νµ	Disappearance:	Results
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FIG. 3. The 90% allowed region from this work (solid line)
compared to other experiments [12–14,16] (dashed lines). The
cross marks our best-fit point. The outer plots show the results of
the 1D projections after profiling over the other variables along
with the 68% C.L. Δχ2c threshold estimated using the Feldman-
Cousins method [48].
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photons near the DOMs, modulating the relative optical
efficiency as a function of the incident photon angle. The
effect of the refrozen ice column is modeled by two
effective parameters controlling the shape of the DOM
angular acceptance curve.
The first parameter controls the lateral angular accep-

tance (i.e., relative sensitivity to photons traveling roughly
20° above versus below the horizontal) and is fairly well
constrained by LED calibration data. Five MC data sets
were generated covering the −1σ to þ1σ uncertainty from
the LED calibration, and were parametrized in the same
way as the overall optical efficiency described above. A
Gaussian prior based on the LED data is used.
The second parameter controls sensitivity to photons

traveling vertically upward and striking the DOMs head
on, which is not well constrained by string-to-string LED
calibration. That effect is modeled using a dimensionless
parameter ranging from −5 (corresponding to a bubble
column completely obscuring the DOM face for vertically
incident photons) to 2.5 (noobscuration). Zero corresponds to
constant sensitivity for angles of incidence from0° to 30° from
vertical. Six MC sets covering the range from −5 to 2 were
used to parametrize this effect. No prior is applied to this
parameter due to lack of information from calibration data.
The last nuisance parameter controls the level of atmos-

pheric muon contamination in the final sample. As
described above, the shape of this background in the
analysis histogram, including binwise uncertainties, is
derived from data. Since the absolute efficiency for tagging
background events with this method is unknown, the
normalization of the muon contribution is left free in the fit.
An illustration of how these nuisance parameters are

constrained in the fit is provided as Supplemental Material
[47]to this Letter. In addition to the systematic uncertainties
discussed above, we have considered the impact of seed
dependence in our event reconstruction, different optical
models for both the undisturbed ice and the refrozen ice
columns, and an improved detector calibration currently
being prepared. In all these cases the impact on the final
result was found to be minor, and they were thus omitted
from the fit and the error estimate.
Results and conclusion.—The analysis procedure

described above gives a best fit of Δm2
32 ¼ 2.31þ0.11

−0.13 ×
10−3 eV2 and sin2 θ23 ¼ 0.51þ0.07

−0.09 , assuming normal neu-
trino mass ordering (NO). For the inverted mass ordering
(IO), the best fit shifts to Δm2

32 ¼ −2.32 × 10−3 eV2 and
sin2 θ23 ¼ 0.51. The pulls on the nuisance parameters are
shown in Table I. Though IceCube’s current sensitivity to
the mass ordering is low, dedicated analyses are underway
to measure this.
The data agree well with the best-fit MC data set, with

χ2 ¼ 117.4 for both neutrino mass orderings. This corre-
sponds to a p value of 0.52 given the 119 effective degrees
of freedom estimated via toy MCs, following the procedure
described in Ref. [27].

To better visualize the fit, Fig. 2 shows the results of the
fit projected onto a single L=E axis, for both the track-like
and cascade-like events. The two peaks in each distribution
correspond to down-going and up-going neutrino trajecto-
ries. Up-going νμ þ ν̄μ are strongly suppressed in the
track-like channel due to oscillations. Some suppression
of up-going cascade-like data is also visible, due to the
disappearance of lower-energy νμ which are not tagged as
track-like by our reconstruction.
Figure 3 shows the region of sin2 θ23 and Δm2

32 allowed
by our analysis at 90% C.L., along with our best fit and
several other leading measurements of these parameters
[12–14,16]. The contours are calculated using the
approach of Feldman and Cousins [48] to ensure proper
coverage.
Our results are consistent with those from other experi-

ments [12–16], but using significantly higher-energy neu-
trinos and subject to a different set of systematic
uncertainties. Our data prefer maximal mixing, similar to
the result from T2K [13]. The best-fit values from the
NOνA experiment [14] are disfavored by Δχ2 ¼ 8.9 (first
octant) or Δχ2 ¼ 8.8 (second octant), corresponding to a
significance of 2.6σ using the method of Feldman and
Cousins, although there is considerable overlap in the
90% confidence regions of the two measurements.
Further improvements to our analysis are underway,
including the incorporation of additional years of data,
extensions of our event selections, and improved calibra-
tion of the detector response.

FIG. 2. Data projected onto L=E for illustration. The black dots
indicate the data along with their corresponding statistical errors.
The dotted line shows the expectation in the absence of neutrino
oscillations. The stacked hatched histograms are the predicted
counts given the best-fit values of all parameters in the fit for each
component. The bottom plots show the ratio of the data to the
fitted prediction. The bars indicate statistical uncertainties, and
the shaded region corresponds to the σuncorνþμatm uncertainty in the
expectation, as defined in Eq. (2), which is dominated by the
uncertainty in μatm.
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• 1,020	live	days	(2012-14)	

• 41,599	events	(full	sky)	

• 15,138	track;	26,461	cascade	

• Estimate	5.2%	atm	µ	
background

sin2θ23 = 0.51−0.09
+0.07

Δm32
2 = 2.31−0.13

+0.11×10−3 eV2
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ντ	Appearance	&	PMNS	Unitarity
•Testing	PMNS	unitarity:	We	have	a	ways	to	go	before	we	can	reach	CKM	levels	of	precision	
•τ	sector	constraints	are	~order	of	magnitude	weaker	than	for	e,µ	sectors	
•SigniZicant	deviation	from	unitarity	could	be	indicator	of	new	physics	
•νµ→ντ	probes	combination	of	|Uµ3|^2	and	|Uτ3|^2
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ντ	Appearance:	Previous	Results

13

OPERA:	
- Best	exclusion	of	no-ντ	  
appearance	at	>5σ	
- Constrained	ντ	normalization*:	  
			1.1	–0.4	+0.5	(68%	CL)

Phys.	Rev.	Lett.	115,	121802	(2015)

Event	number	5

Super-K:	
- Excluded	no-ντ	appearance	at	>4.6σ	
- Best	constraint	on	ντ	norm:	
1.47±0.32	(68%	CL,	CC-only)

Eν	~	5	GeV	
Interactions:	
- QE	
- Resonance	
15	yrs	of	data

https://arxiv.org/abs/1711.09436

*Defn.	of	ντ	normalization:		
			Φ(ντ)measured/Φ(ντ)expected 
A	ντ		norm.	<	1.0	could	indicate		
			new	physics	(e.g.,	νsterile)
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ντ	Appearance	with	IceCube
•Osc.	max.	at	Eν~25	GeV	is	in	
DeepCore’s	sweet	spot	
•Technique	similar	to	that	for	νµ	
disappearance:	
•Veto;	containment;	up/down	&	track/
cascade	events;	measure	across	three	
dimensions	(E,	cosθ,	PID)
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•Two	quasi-independent	analyses	(same	
underlying	dataset,	different	event	
selections)	
•Main	(“A ”)	analysis:	
•Higher	statistics,	more	background,	estimate	
background	from	MC	

•ConZirmatory	(“B ”)	analysis:	
•Lower	statistics,	higher	purity,	estimate	
background	from	data

νµ	Disappearance ντ	Appearance

BB
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ντ	App.	w/IceCube

15
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normalization and various nuisance parameters. The �
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where N

exp
i

is the number of total events expected from540

both signal and all background events in the i

th bin, and
N

obs
i

is the number of events observed in the i

th bin. For
both analyses A and B, the denominator consists of the
standard Poisson variance N

exp
i

and the uncertainty in
the prediction of the number of expected events �exp

i

of545

the i

th bin. In analysis A using simulations for all event
types, the term �

exp is the sum of uncertainties due to
finite statistics of MC simulation from each event type.
In analysis B, the term �

exp encompasses both the uncer-
tainty due to finite MC statistics as well as the uncertainty550

in the data-driven muon background estimate described
in the next section. For both analyses, the imprecision
from limited amounts of neutrino MC events is small be-
cause the e↵ective livetime for simulated data is an order
of magnitude higher than that of the acquired data; this555

imprecision a↵ects all analysis bins. Compared to the MC
uncertainty from neutrino simulations, the larger varia-
tions in the muon background predictions mostly a↵ect
the downward-going region with very little signal events.
The second term of Eq. (4) is the sum of penalty terms for560

nuisance parameters that have prior constraints imposed.
s

j

is the central value of jth systematic parameter, ŝ
j

is
its maximum likelihood estimator, and �

2
sj

is the prior’s
Gaussian standard deviation. Table I shows the expected
number of events at the best fit point for each neutrino565

flavor and interaction type, and for atmospheric muons
and noise-triggered backgrounds.

TABLE I. Expected number of events at the NC+CC best fit
point, grouped by flavor and interaction type, and including
atmospheric muons. The observed counts from the data are
shown in the last row. Associated ±1� uncertainties due to
limited simulation statistics are also shown.

Analysis A Analysis B
Type Events ±1� Events ±1�
⌫e + ⌫̄e CC 13462 29 9545 23
⌫e + ⌫̄e NC 1096 9 923 8
⌫µ + ⌫̄µ CC 35706 48 23852 39
⌫µ + ⌫̄µ NC 4463 19 3368 17
⌫⌧ + ⌫̄⌧ CC 1804 9 934 5
⌫⌧ + ⌫̄⌧ NC 556 3 445 4
Atmospheric µ 5022 167 1889 45
Noise Triggers 93 27 < 9 2
total (best fit) 62203 180 40959 68
observed 62112 249 40902 202

V. SYSTEMATIC UNCERTAINTIES

The e↵ect of systematic uncertainties is taken into ac-
count by introducing nuisance parameters that impact570

the shape and normalization of the expected event dis-
tribution. The parameters, together with their best-fit
values, are summarized in Table II. The uncertainties
considered can be roughly grouped in categories accord-
ing to their origin: initial flux of atmospheric neutrinos,575

neutrino-nucleon cross sections, neutrino flavor oscillation
parameters, detector response, and atmospheric muon
background estimates.
In addition to the systematic uncertainties mentioned

above, we have considered the impact of the randomized580

starting points used by our minimizer in the event recon-
struction, di↵erent optical models for the glacial ice, and
a new detector calibration. In all of these cases the impact
on the final result was found to be negligible, and they
were thus omitted from the fit and the error calculation.585

A. Atmospheric neutrino flux

The measurement presented in this work is extracted
from an observed distortion of the flux of atmospheric neu-
trinos. Our nominal model is the calculation of Honda et
al. [44]. The calculation covers the energy range 100 MeV590

to 10 TeV, and was produced specifically for a detector
situated at the geographic South Pole, so local geomag-
netic e↵ects are included. The cosmic rays that contribute
the most to the neutrino production at the energies of
interest, between 5.6–56 GeV, are protons and helium.595

Honda et al. model the energy spectrum of each of these
incident particles using a single power law, fitting the flux
to data from satellite and balloon experiments. In this
calculation, interactions of cosmic rays with the Earth’s
atmosphere are simulated using a combination of the600

JAM interaction model [45] and a modified version of
DPMJET-III [46]. The modifications, discussed in [47],
are changes to the yields of ⇡ and K mesons to reach
a better agreement with muon measurements from the
BESS experiment [48]. The atmospheric conditions are605

taken from the NRLMSISE-00 model [49], whose authors
estimate the resulting calculation has an uncertainty on
the neutrino flux of  15%.
In both analyses A and B, a detailed modification of

the neutrino flux prediction as a function of energy, zenith610

angle and particle species has been used. The basis of
this modification is the work of Barr et al. [50], who
have performed a detailed study of the uncertainties on
neutrino flux predictions by systematically modifying the
inputs required to perform the calculation. Their work615

suggests that, for the energies that are of interest here, the
flux calculation is mostly a↵ected by the uncertainties on
the spectral index assumed when modeling the cosmic ray
fluxes, and the lack of measurements on the production of
⇡ andK mesons with energies above 500 GeV and 30 GeV,620

respectively, at xlab > 0.1, where the secondary particle
takes a large fraction of the incident particle energy.
A modification to the spectral index � on the cosmic

rays translates into a very similar modification of the
neutrino flux. We therefore account for this uncertainty by625
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FIG. 9. E↵ect of selected systematic uncertainties on the
nominal event distribution shown as a percentage change.
Shown from top to bottom are: ⌫e/⌫µ flux ratio at +1�, ⌫e
up/hor ratio at +1�, head-on optical e�ciency at +1, �m2

31

at 2.56 ⇥ 10�3eV 2 instead of 2.52 ⇥ 10�3eV 2, and Mres
A at

+1�. (See text for definitions of these parameters.)

extended to the lower Q2 region. These studies were done
in a similar fashion to those done on the axial mass where735

DIS events were re-weighted on an event-by-event basis
in response to changes in the higher-twist parameters and
valence quark corrections. Though this did have a small
impact on the final analysis, they were fully degenerate
with either the overall neutrino scaling provided by the740

neutrino event rate (via the e↵ective livetime parameter)
or the energy dependent scaling provided by the spectral
index parameter ��

⌫

. Since these two systematics fully
absorb the e↵ect of the uncertainty in the Bodek-Yang
model, no additional parameter was included in the final745

analysis.
We further investigated the impact of both high- and

low-W averaged charged hadronization multiplicity, a sys-
tematic uncertainty also related to DIS. These studies
were done by modifying PYTHIA to change the multiplic-750

ity of outgoing charged particles to be within the range
observed by bubble chamber experiments [52–54].These
changes are then propagated through GENIE to evaluate
the e↵ect on the final sample. It was found this has less
than 0.1% impact on events at the final level, with the755

change being energy dependent. Due to the small size
of this e↵ect and its shape being degenerate with that of
spectral index changes (��

⌫

), we chose not to include it
in the final fit.
The final DIS uncertainty studied was its di↵erential760

cross-section. The approach here was to modify the struc-
ture function as a function of the Bjorken-x within the
uncertainties measured by NuTeV [55]. This resulted
in a change at final level from less than 1% up to 3%
at 200 GeV. As with the studies on hadron multiplicity,765

these changes were energy dependent and impossible to
distinguish from a change in the spectral index function
and so are not included in the final fit.

D. Oscillation Parameters

The model in this analysis assumes three-flavor os-770

cillations and hence relies on three mixing angles, two
mass-squared splittings and a CP violating phase. Even
though matter e↵ects play only a modest role in this
analysis, we use the Prob3++ [56] software, that incor-
porates matter e↵ects for full three flavour oscillations775

calculations. The earth is approximated with 12 radial
layers of constant density [57].

With atmospheric neutrinos we are not sensitive to the
solar parameters, so we fix the mass splitting �m

2
21 to

7.5⇥ 10�5 eV2 and the mixing angle ✓12 to 33.48�. The780

reactor angle ✓13 is treated as a systematic uncertainty in
analysis B and is assigned a Gaussian prior with a central
value of 8.5� and an uncertainty of ±0.21�. All of the
above values are taken from [58].
No prior constraints are used for the two atmospheric785

parameters �m

2
31 and ✓23 which float freely in the fit.

This analysis is insensitive to �

CP

and therefore this
parameter is fixed to 0�. Since the neutrino mass hierarchy
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FIG. 15. Distribution of the data as a function of reconstructed
L/E, overlaid with the best fit neutrino and cosmic-ray muon
histograms for Analysis A (top) and B (bottom). The bottom
portion of each shows the ratio of the data to the predicted
distribution at the best fit point, with black points representing
data and the height of the shaded band the uncertainty of the
best fit (statistical errors only).

for a ⌫

⌧

normalization ranging from 0 to 2.0. The band
of expected values assumes standard oscillations with a
⌫

⌧

normalization of 1.0. Our main result for the CC+NC1030

measurement has a best fit value of 0.73 with the 68%
confidence interval (C.I.) covering the range (0.49, 1.07)
and the 90% C.I. covering (0.34, 1.30). For the CC-only
normalization, we observe the best fit at 0.57 with the
68% C.I. (0.30, 0.98) and the 90% C.I. (0.11, 1.25).1035

These measured values are compatible with correspond-
ing values obtained from analysis B within less than 1�
standard deviation. These only confirmatory results of
analysis B are 0.59+0.31

�0.25(0.43
+0.36
�0.31) for the CC+NC (CC-

only) measurement, also see Fig. 17.1040

All values are also compatible within the 90% confi-
dence interval with expectations assuming the three-flavor
neutrino oscillation paradigm (i.e. ⌫

⌧

normalization =
1.0). The significance at which we can reject the null
hypothesis of no ⌫

⌧

appearance is 3.2 � and 2.1 � for the1045

CC+NC and the CC-only case for analysis A, respectively.
The confirmatory B analysis yields slightly weaker limits

FIG. 16. Observed ��2 from the best fit CC+NC (CC) ⌫⌧ nor-
malization of 0.75 (0.62) as a function of the ⌫⌧normalization
(black lines). Shaded bands show the with the 68% ranges
of the expected distribution of ��2 values obtained from
pseudo-experiments assuming nominal values for oscillation
parameters and a tau neutrino normalization of 1.0.

FIG. 17. The measured values for CC+NC (top) and CC-only
(bottom) results in both analyses. Also shown are previous
best-fit values of the CC-only ⌫⌧ normalization from OPERA
and Super-Kamiokande. All measurements are consistent with
standard unitary oscillations (⌫⌧ normalization of 1.0), with
the two analyses presented here showing excellent agreement.

of 2.5�(1.4�).
The confidence intervals for the measurements pre-

sented here, shown in Fig. 17, are calculated using the1050

approach of Feldman and Cousins [64] to ensure proper
coverage.
The presented results are of a precision competitive

with those of Super-K and OPERA (see Fig. 16), and
complementary to those measurements in terms of energy1055

scale, L/E range and systematic uncertainties.
Determining its impact on tests of PMNS matrix uni-

tarity requires global fits incorporating results from other
experiments, as our result is only sensitive to the two
elements U

µ3 and U

⌧3 of the matrix, while unitarity tests1060

involve elements from a full row or column of the matrix.
The measurement is limited by systematic uncertainties,
in particular uncertainties in the initial flux of atmospheric

ντ	Appearance	with	IceCube
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Data	distributions	with	best-Zit	νe+νµ	and	µ	
backgrounds	subtracted	(points	with	stat.	error	
bars),	overlaid	with	best	Zit	ντ	hypotheses.
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FIG. 13. The 90% allowed region using sample A compared
to other experiments[40, 61–64]. Best fit point is shown as the
cross mark. The top and right plots are the 1-D ��2 profiles
of the measured oscillation parameters.

VI. CONFIRMATORY MEASUREMENT OF
ATMOSPHERIC NEUTRINO OSCILLATION

PARAMETERS

Under the assumption of a unitary PMNS mixing ma-960

trix, the atmospheric neutrino oscillation parameters
�m2

23 and sin2
✓23 are measured as a cross-check of the

validity of analysis A presented earlier. With the ⌫

⌧

normalization fixed to 1, all sources of systematic uncer-
tainties listed in Table II are taken into account. With965

140 non-zero bins and 133 e↵ective numbers of degrees
of freedom, a �

2 defined in Eq. 4 of 129.4 is obtained
when letting all 16 nuisance and two oscillation param-
eters float. The best fit values of �m2

23 and sin2
✓23 are

2.55+0.12
�0.11 ⇥ 10�3 eV2 and 0.58+0.04

�0.13, respectively.970

Figure 13 shows the 90% allowed region (in blue) of
atmospheric neutrino oscillation parameters, using sample
A. Compared to the PRD result [40] (shown in black),
which uses the sample of analysis B, the 90% contour
from this work is shifted up by < 0.5� due to the use of975

the hyperplane and the inclusion of bulk ice uncertainties
described earlier. Together with the additional di↵erences
in event selection and reconstruction stated above, a total
of < 90% shift in the �m2

23 space is found. The ��

2

values in the sin2
✓23 space between the two results are980

also di↵erent due to a slight preference of non-maximal
mixing from this work. Overall, the 90% allowed regions
from sample A and the PRD result [40] are statistically
consistent, and both results compare favorably with the
latest published 90% contours from other neutrino experi-985

ments [61–64], increasing our confidence in the robustness
of the ⌫

⌧

appearance analyses described in this paper.

FIG. 14. Distributions of the data with best-fit neutrino and
muon backgrounds subtracted, overlaid with the best fit ⌫⌧
hypothesis projected onto the reconstructed energy axis (left),
the cosine of the reconstructed zenith angle (middle) and PID
categories (right), for Analysis A. Error bars are statistical
only.

VII. RESULTS AND CONCLUSION

The distributions of the reconstructed neutrino energy,
the reconstructed zenith angle and the event topology990

classification for the best fit tau neutrino hypothesis for
analysis A are shown in Fig. 14, overlaid with background-
subtracted data, i.e. cosmic-ray muons and all non-⌫

⌧

neutrinos subtracted. Figure 15 shows all events projected
onto the L/E axis for the best fit expectations overlaid995

with the observed data for both analyses separately. The
excellent agreement of the model with the data can be
seen qualitatively in the figure. Moreover, using the ac-
tual measurement bins and setting all parameters to their
best fit values, the model agrees well quantitatively in1000

analysis A (B) with the observed data with a total �2 of
127.6 (113.3), corresponding to a p-value of 55% (20.3%),
estimated via pseudo-data trials. The corresponding val-
ues for the nuisance parameters can be found in Table II.

1005

Figure 16 shows the expected and observed ��

2 values
for a ⌫

⌧

normalization ranging from 0 to 2.0. The band
of expected values assumes standard oscillations with a
⌫

⌧

normalization of 1.0. Our main result for the CC+NC1010

measurement has a best fit value of 0.73 with the 68%
confidence interval (C.I.) covering the range (0.49, 1.07)
and the 90% C.I. covering (0.34, 1.30). For the CC-only
normalization, we observe the best fit at 0.57 with the
68% C.I. (0.30, 0.98) and the 90% C.I. (0.11, 1.25).1015

These measured values are compatible with correspond-
ing values obtained from analysis B within less than 1�
standard deviation. These only confirmatory results of
analysis B are 0.59+0.31

�0.25(0.43
+0.36
�0.31) for the CC+NC (CC-

only) measurement, also see Fig. 17.1020

All values are also compatible within the 90% confi-
dence interval with expectations assuming the three-flavor
neutrino oscillation paradigm (i.e. ⌫

⌧

normalization =
1.0). The significance at which we can reject the null
hypothesis of no ⌫

⌧

appearance is 3.2 � and 2.1 � for the1025

CC+NC and the CC-only case for analysis A, respectively.
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FIG. 15. Distribution of the data as a function of reconstructed
L/E, overlaid with the best fit neutrino and cosmic-ray muon
histograms for Analysis A (top) and B (bottom). The bottom
portion of each shows the ratio of the data to the predicted
distribution at the best fit point, with black points representing
data and the height of the shaded band the uncertainty of the
best fit (statistical errors only).

The confirmatory B analysis yields slightly weaker limits
of 2.5�(1.4�).

The confidence intervals for the measurements pre-
sented here, shown in Fig. 17, are calculated using the1030

approach of Feldman and Cousins [65] to ensure proper
coverage.

The presented results are of a precision competitive
with those of Super-K and OPERA (see Fig. 16), and
complementary to those measurements in terms of energy1035

scale, L/E range and systematic uncertainties.

Determining its impact on tests of PMNS matrix uni-
tarity requires global fits incorporating results from other
experiments, as our result is only sensitive to the two
elements U

µ3 and U

⌧3 of the matrix, while unitarity tests1040

involve elements from a full row or column of the matrix.
The measurement is limited by systematic uncertainties,
in particular uncertainties in the initial flux of atmospheric
neutrinos and uncertainties of our detector. Nevertheless,

FIG. 16. Observed ��2 from the best fit CC+NC (CC) ⌫⌧ nor-
malization of 0.75 (0.62) as a function of the ⌫⌧normalization
(black lines). Shaded bands show the with the 68% ranges
of the expected distribution of ��2 values obtained from
pseudo-experiments assuming nominal values for oscillation
parameters and a tau neutrino normalization of 1.0.

FIG. 17. The measured values for CC+NC (top) and CC-only
(bottom) results in both analyses. Also shown are previous
best-fit values of the CC-only ⌫⌧ normalization from OPERA
and Super-Kamiokande. All measurements are consistent with
standard unitary oscillations (⌫⌧ normalization of 1.0), with
the two analyses presented here showing excellent agreement.

our result will improve with more statistics, as the afore-1045

mentioned uncertainties are constrained by the data in
the measurement itself, and the precision at which we
can control them improves as the sample size increases.
This defines a clear path forward towards a higher preci-
sion tau neutrino appearance measurement: more data,1050

extended event selection and better control of detector un-
certainties. With ten years of DeepCore data we expect an
analysis similar to the one presented here to attain a world-
leading precision as good as 15%. Better reconstruction
algorithms–currently under development–promise to im-1055

prove the precision, as do proposed detector upgrades [66].
The upgrades will include advanced calibration devices to
improve our understanding of detector-related uncertain-
ties, and the additional optical modules will be better and
more e�cient at identifying and reconstructing low energy1060
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FIG. 15. Distribution of the data as a function of reconstructed
L/E, overlaid with the best fit neutrino and cosmic-ray muon
histograms for Analysis A (top) and B (bottom). The bottom
portion of each shows the ratio of the data to the predicted
distribution at the best fit point, with black points representing
data and the height of the shaded band the uncertainty of the
best fit (statistical errors only).

The confirmatory B analysis yields slightly weaker limits
of 2.5�(1.4�).

The confidence intervals for the measurements pre-
sented here, shown in Fig. 17, are calculated using the1030

approach of Feldman and Cousins [65] to ensure proper
coverage.

The presented results are of a precision competitive
with those of Super-K and OPERA (see Fig. 16), and
complementary to those measurements in terms of energy1035

scale, L/E range and systematic uncertainties.

Determining its impact on tests of PMNS matrix uni-
tarity requires global fits incorporating results from other
experiments, as our result is only sensitive to the two
elements U

µ3 and U

⌧3 of the matrix, while unitarity tests1040

involve elements from a full row or column of the matrix.
The measurement is limited by systematic uncertainties,
in particular uncertainties in the initial flux of atmospheric
neutrinos and uncertainties of our detector. Nevertheless,

FIG. 16. Observed ��2 from the best fit CC+NC (CC) ⌫⌧ nor-
malization of 0.75 (0.62) as a function of the ⌫⌧normalization
(black lines). Shaded bands show the with the 68% ranges
of the expected distribution of ��2 values obtained from
pseudo-experiments assuming nominal values for oscillation
parameters and a tau neutrino normalization of 1.0.

FIG. 17. The measured values for CC+NC (top) and CC-only
(bottom) results in both analyses. Also shown are previous
best-fit values of the CC-only ⌫⌧ normalization from OPERA
and Super-Kamiokande. All measurements are consistent with
standard unitary oscillations (⌫⌧ normalization of 1.0), with
the two analyses presented here showing excellent agreement.

our result will improve with more statistics, as the afore-1045

mentioned uncertainties are constrained by the data in
the measurement itself, and the precision at which we
can control them improves as the sample size increases.
This defines a clear path forward towards a higher preci-
sion tau neutrino appearance measurement: more data,1050

extended event selection and better control of detector un-
certainties. With ten years of DeepCore data we expect an
analysis similar to the one presented here to attain a world-
leading precision as good as 15%. Better reconstruction
algorithms–currently under development–promise to im-1055

prove the precision, as do proposed detector upgrades [66].
The upgrades will include advanced calibration devices to
improve our understanding of detector-related uncertain-
ties, and the additional optical modules will be better and
more e�cient at identifying and reconstructing low energy1060
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FIG. 15. Distribution of the data as a function of reconstructed
L/E, overlaid with the best fit neutrino and cosmic-ray muon
histograms for Analysis A (top) and B (bottom). The bottom
portion of each shows the ratio of the data to the predicted
distribution at the best fit point, with black points representing
data and the height of the shaded band the uncertainty of the
best fit (statistical errors only).

The confirmatory B analysis yields slightly weaker limits
of 2.5�(1.4�).

The confidence intervals for the measurements pre-
sented here, shown in Fig. 17, are calculated using the1030

approach of Feldman and Cousins [65] to ensure proper
coverage.

The presented results are of a precision competitive
with those of Super-K and OPERA (see Fig. 16), and
complementary to those measurements in terms of energy1035

scale, L/E range and systematic uncertainties.

Determining its impact on tests of PMNS matrix uni-
tarity requires global fits incorporating results from other
experiments, as our result is only sensitive to the two
elements U

µ3 and U

⌧3 of the matrix, while unitarity tests1040

involve elements from a full row or column of the matrix.
The measurement is limited by systematic uncertainties,
in particular uncertainties in the initial flux of atmospheric
neutrinos and uncertainties of our detector. Nevertheless,

FIG. 16. Observed ��2 from the best fit CC+NC (CC) ⌫⌧ nor-
malization of 0.75 (0.62) as a function of the ⌫⌧normalization
(black lines). Shaded bands show the with the 68% ranges
of the expected distribution of ��2 values obtained from
pseudo-experiments assuming nominal values for oscillation
parameters and a tau neutrino normalization of 1.0.

FIG. 17. The measured values for CC+NC (top) and CC-only
(bottom) results in both analyses. Also shown are previous
best-fit values of the CC-only ⌫⌧ normalization from OPERA
and Super-Kamiokande. All measurements are consistent with
standard unitary oscillations (⌫⌧ normalization of 1.0), with
the two analyses presented here showing excellent agreement.

our result will improve with more statistics, as the afore-1045

mentioned uncertainties are constrained by the data in
the measurement itself, and the precision at which we
can control them improves as the sample size increases.
This defines a clear path forward towards a higher preci-
sion tau neutrino appearance measurement: more data,1050

extended event selection and better control of detector un-
certainties. With ten years of DeepCore data we expect an
analysis similar to the one presented here to attain a world-
leading precision as good as 15%. Better reconstruction
algorithms–currently under development–promise to im-1055

prove the precision, as do proposed detector upgrades [66].
The upgrades will include advanced calibration devices to
improve our understanding of detector-related uncertain-
ties, and the additional optical modules will be better and
more e�cient at identifying and reconstructing low energy1060
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FIG. 15. Distribution of the data as a function of reconstructed
L/E, overlaid with the best fit neutrino and cosmic-ray muon
histograms for Analysis A (top) and B (bottom). The bottom
portion of each shows the ratio of the data to the predicted
distribution at the best fit point, with black points representing
data and the height of the shaded band the uncertainty of the
best fit (statistical errors only).

The confirmatory B analysis yields slightly weaker limits
of 2.5�(1.4�).

The confidence intervals for the measurements pre-
sented here, shown in Fig. 17, are calculated using the1030

approach of Feldman and Cousins [65] to ensure proper
coverage.

The presented results are of a precision competitive
with those of Super-K and OPERA (see Fig. 16), and
complementary to those measurements in terms of energy1035

scale, L/E range and systematic uncertainties.

Determining its impact on tests of PMNS matrix uni-
tarity requires global fits incorporating results from other
experiments, as our result is only sensitive to the two
elements U

µ3 and U

⌧3 of the matrix, while unitarity tests1040

involve elements from a full row or column of the matrix.
The measurement is limited by systematic uncertainties,
in particular uncertainties in the initial flux of atmospheric
neutrinos and uncertainties of our detector. Nevertheless,

FIG. 16. Observed ��2 from the best fit CC+NC (CC) ⌫⌧ nor-
malization of 0.75 (0.62) as a function of the ⌫⌧normalization
(black lines). Shaded bands show the with the 68% ranges
of the expected distribution of ��2 values obtained from
pseudo-experiments assuming nominal values for oscillation
parameters and a tau neutrino normalization of 1.0.

FIG. 17. The measured values for CC+NC (top) and CC-only
(bottom) results in both analyses. Also shown are previous
best-fit values of the CC-only ⌫⌧ normalization from OPERA
and Super-Kamiokande. All measurements are consistent with
standard unitary oscillations (⌫⌧ normalization of 1.0), with
the two analyses presented here showing excellent agreement.

our result will improve with more statistics, as the afore-1045

mentioned uncertainties are constrained by the data in
the measurement itself, and the precision at which we
can control them improves as the sample size increases.
This defines a clear path forward towards a higher preci-
sion tau neutrino appearance measurement: more data,1050

extended event selection and better control of detector un-
certainties. With ten years of DeepCore data we expect an
analysis similar to the one presented here to attain a world-
leading precision as good as 15%. Better reconstruction
algorithms–currently under development–promise to im-1055

prove the precision, as do proposed detector upgrades [66].
The upgrades will include advanced calibration devices to
improve our understanding of detector-related uncertain-
ties, and the additional optical modules will be better and
more e�cient at identifying and reconstructing low energy1060

Observed	∆χ2	from	the	best	Zit	  
(CC+NC)	and	CC-only.		  
Shaded	bands	show	68%	ranges	
of	expected	∆χ2	distribution	from	
pseudo-experiments.	
Used	nominal	values	for	osc.	params	
with	ντ	norm.	=	1	to	show	sensitivity	of	
analysis.

Comparison	of	all	results.	
-	IceCube	A	&	B	results	internally	
consistent.	
-	Super-K,	OPERA	and	IceCube	results	
mutually	consistent.	
-	All	results	consistent	with	PMNS	
unitarity.
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Neutrino	Mass	Ordering	(NMO)
•Use	3	yrs	of	 
IceCube	data	  
(~43k	events)	 
in	proof-of- 
principle	measurement	of	NMO	
•Msmt.	relies	on	matter	effects	on	
earth-crossing	ν	at	Eν~5GeV	
•Near	energy	threshold	of	DeepCore	

•Analysis	using	“A ”	dataset	
prefers	NO	over	IO	at	p	=	15%	and	
in	Zirst	octant	(close	to	maximal	
mixing)	
•Consistent	with	expected	sensitivity
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Future	Plans
•In	process	of	analyzing	~6	years	of	data,	roughly	doubling	dataset	
•Exploring	several	ways	to	improve	our	low-energy	reconstruction	
•E.g.,	with	larger	dataset		&		~10%	  
improvement	in	(E,	θzen)	resolutions:	  
Improve	error	on	ντ	norm.	by	factor	  
of	~1.5	

•IceCube	Upgrade	likely	to	be	 
approved	soon	
•Add	7	new	strings	in	DeepCore	 
Ziducial	volume	to	
•improve	ντ	normalization	to	better	  
than	10%	

•improve	understanding	of	ice	properties 
for	better	reconstruction	and	reduced  
systematics	at	low	and	high	Eν

19

Next Steps:
KM3NeT - ORCA

82 days of data taken with first ORCA line  
fromOct. – Dec. 2017: first atm. ν candidates!

115 lines with 2,070 mDOMs, 6MTon inst. volume

• determination of the neutrino mass ordering  
• improved measurements of neutrino oscillations

Low energies: PINGU 
neutrino physics  
and dark matter

Upgrade

The IceCube Upgrade

7 strings with 875 advanced DOMs and  
improved calibration devices


• improved measurements of neutrino oscillations 
• improved angular resolution for neutrino astronomy 

Proposals pending – news expected soon!

Talk by U. Katz! …also see posters 
by I. de Palma #193, J. Evans #163
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Conclusions
•IceCube/DeepCore	have	produced	very	
competitive,	fundamental	neutrino	oscillation	
measurements,	and	will	continue	to	do	so	
•Large-volume	ν	detectors	are	the	best	known	
way	to	improve	the	measurement	of	ντ	
appearance	
•Will	eventually	produce	world-leading	
measurement,	especially	with	IceCube	Upgrade	

•The	future	is	bright!

20
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Backup
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ντ	Appearance	with	IceCube
•Check	for	consistency	via	measurement	of	νµ	disappearance	
using	dataset	A

22
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FIG. 13. The 90% allowed region using sample A compared
to other experiments[40, 61–64]. Best fit point is shown as the
cross mark. The top and right plots are the 1-D ��2 profiles
of the measured oscillation parameters.

VI. CONFIRMATORY MEASUREMENT OF
ATMOSPHERIC NEUTRINO OSCILLATION

PARAMETERS

Under the assumption of a unitary PMNS mixing ma-960

trix, the atmospheric neutrino oscillation parameters
�m2

23 and sin2
✓23 are measured as a cross-check of the

validity of analysis A presented earlier. With the ⌫

⌧

normalization fixed to 1, all sources of systematic uncer-
tainties listed in Table II are taken into account. With965

140 non-zero bins and 133 e↵ective numbers of degrees
of freedom, a �

2 defined in Eq. 4 of 129.4 is obtained
when letting all 16 nuisance and two oscillation param-
eters float. The best fit values of �m2

23 and sin2
✓23 are

2.55+0.12
�0.11 ⇥ 10�3 eV2 and 0.58+0.04

�0.13, respectively.970

Figure 13 shows the 90% allowed region (in blue) of
atmospheric neutrino oscillation parameters, using sample
A. Compared to the PRD result [40] (shown in black),
which uses the sample of analysis B, the 90% contour
from this work is shifted up by < 0.5� due to the use of975

the hyperplane and the inclusion of bulk ice uncertainties
described earlier. Together with the additional di↵erences
in event selection and reconstruction stated above, a total
of < 90% shift in the �m2

23 space is found. The ��

2

values in the sin2
✓23 space between the two results are980

also di↵erent due to a slight preference of non-maximal
mixing from this work. Overall, the 90% allowed regions
from sample A and the PRD result [40] are statistically
consistent, and both results compare favorably with the
latest published 90% contours from other neutrino experi-985

ments [61–64], increasing our confidence in the robustness
of the ⌫

⌧

appearance analyses described in this paper.

FIG. 14. Distributions of the data with best-fit neutrino and
muon backgrounds subtracted, overlaid with the best fit ⌫⌧
hypothesis projected onto the reconstructed energy axis (left),
the cosine of the reconstructed zenith angle (middle) and PID
categories (right), for Analysis A. Error bars are statistical
only.

VII. RESULTS AND CONCLUSION

The distributions of the reconstructed neutrino energy,
the reconstructed zenith angle and the event topology990

classification for the best fit tau neutrino hypothesis for
analysis A are shown in Fig. 14, overlaid with background-
subtracted data, i.e. cosmic-ray muons and all non-⌫

⌧

neutrinos subtracted. Figure 15 shows all events projected
onto the L/E axis for the best fit expectations overlaid995

with the observed data for both analyses separately. The
excellent agreement of the model with the data can be
seen qualitatively in the figure. Moreover, using the ac-
tual measurement bins and setting all parameters to their
best fit values, the model agrees well quantitatively in1000

analysis A (B) with the observed data with a total �2 of
127.6 (113.3), corresponding to a p-value of 55% (20.3%),
estimated via pseudo-data trials. The corresponding val-
ues for the nuisance parameters can be found in Table II.
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Figure 16 shows the expected and observed ��

2 values
for a ⌫

⌧

normalization ranging from 0 to 2.0. The band
of expected values assumes standard oscillations with a
⌫

⌧

normalization of 1.0. Our main result for the CC+NC1010

measurement has a best fit value of 0.73 with the 68%
confidence interval (C.I.) covering the range (0.49, 1.07)
and the 90% C.I. covering (0.34, 1.30). For the CC-only
normalization, we observe the best fit at 0.57 with the
68% C.I. (0.30, 0.98) and the 90% C.I. (0.11, 1.25).1015

These measured values are compatible with correspond-
ing values obtained from analysis B within less than 1�
standard deviation. These only confirmatory results of
analysis B are 0.59+0.31

�0.25(0.43
+0.36
�0.31) for the CC+NC (CC-

only) measurement, also see Fig. 17.1020

All values are also compatible within the 90% confi-
dence interval with expectations assuming the three-flavor
neutrino oscillation paradigm (i.e. ⌫

⌧

normalization =
1.0). The significance at which we can reject the null
hypothesis of no ⌫

⌧

appearance is 3.2 � and 2.1 � for the1025

CC+NC and the CC-only case for analysis A, respectively.

Contour	
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•Sterile	ν	could	distort	
cos(θzen)	vs	Eν	space	
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σdatai ¼
ffiffiffiffiffiffiffiffiffi
ndatai

p
, and σuncorνþμatm;i is the uncertainty in the

prediction of the number of events of the ith bin. σuncorνþμatm
includes both effects of finite MC statistics and uncertain-
ties in our data-driven muon background estimate. The
second term of Eq. (2) is a penalty term for our nuisance
parameters, where sj is the value of the jth systematic, ŝj is
the central value, and σ̂2sj is the Gaussian width of the jth
systematic prior.
The analysis includes 11 nuisance parameters describing

our systematic uncertainties, summarized in Table I. Seven
of these are related to systematic uncertainties in the
atmospheric neutrino flux and interaction cross sections.
Since only the event rate is observed directly, some
uncertainties in flux and cross section have similar effects
on the data. In these cases, the degenerate effects are
combined into a single parameter. Because analytical models
of these effects are available, these parameters can be varied
continuously by reweighting simulated events.
The first nuisanceparameter is the overall normalization of

the event rate. It is affectedbyuncertainties in the atmospheric
neutrino flux and the neutrino interaction cross section, and
by the possibility of accidentally vetoing neutrino events due
to unrelated atmospheric muons detected in the veto volume.
This last effect is expected to reduce the neutrino rate by
several percent, but it is not included in the present simu-
lations. Because of this and the fact that it encompasses
several effects, no prior is used for this parameter.

A second parameter allows an energy-dependent shift in
the event rate. This can arise from uncertainties in either
the spectral index of the atmospheric flux (nominally
γ ¼ −2.66 at the relevant energies in our neutrino flux
model [7]) or the deep inelastic scattering (DIS) cross
section. A prior of σ̂s ¼ 0.10 is placed on the spectral index
to describe the range of these uncertainties.
Several uncertainties on the DIS cross section were

implemented in the fit, but found either to have negligible
impact or to be highly degenerate with the normalization
and spectral index parameters over the energy range of this
analysis. These include values of parameters of the Bodek-
Yang model [44] used in GENIE, uncertainties in the
differential DIS cross section, and hadronization uncertain-
ties for high-W DIS events [45]. As these effects are
captured by the first two nuisance parameters, the addi-
tional parameters were not used.
One neutrino cross-section uncertainty was not well

described by these parameters: the uncertainty of the axial
mass form factor for resonant events. The default value of
1.12 GeV and prior of 0.22 GeV were taken from GENIE

[33]. Uncertainties in CCQE interactions were also inves-
tigated but had no impact on the analysis due to the small
percentage of CCQE events at these energies.
The normalizations of νe þ ν̄e events and NC events,

defined relative to νμ þ ν̄μ CC events, are both assigned an
uncertainty of 20%. Uncertainties in hadron production
(especially pions and kaons) in air showers affect the
predicted flux—in particular, the ratio of neutrinos to
antineutrinos. We model these hadronic flux effects with
two parameters, one dependent on neutrino energy and the
other on the zenith angle, chosen to reproduce the uncer-
tainties estimated in Ref. [46]. Their total uncertainty varies
from 3% to 10% depending on the energy and zenith angle,
so the fit result is given in units of σ as calculated by Barr
et al. Uncertainties in the relative cross section of neutrinos
versus antineutrinos are degenerate with the flux uncer-
tainty in this energy range.
Systematics related to the response of the detector itself,

including photon propagation through the ice and the
anisotropic sensitivity of the DOMs, have the largest
impact on this analysis. Their effects are estimated by
Monte Carlo simulation at discrete values, with the contents
of each bin in the (energy, direction, track or cascade)
analysis histogram determined by linear interpolation
between the discrete simulated models, following the
approach of Refs. [27,28].
Uncertainties in the efficiency of photon detection are

driven by the formation of bubbles in the refrozen ice
columns in the holes where the IceCube strings were
deployed. A prior with a width of 10% was applied to
the overall photon collection efficiency [29], parametrized
using seven MC data sets ranging from 88% to 112% of the
nominal optical efficiency. In addition to modifying the
absolute efficiency, these bubbles can scatter Cherenkov

TABLE I. Table of nuisance parameters along with their
associated priors, if applicable. The two rightmost columns show
the results from our best fit for normal mass ordering and inverted
mass ordering, respectively.

Best fit

Parameters Priors NO IO

Flux and cross-section parameters

Neutrino event rate [% of nominal] No prior 85 85
Δγ (spectral index) 0.00# 0.10 −0.02 −0.02
MA (resonance) [GeV] 1.12# 0.22 0.92 0.93
νe þ ν̄e relative normalization [%] 100# 20 125 125
NC relative normalization [%] 100# 20 106 106
Hadronic flux, energy
dependent [σ]

0.00# 1.00 −0.56 −0.59

Hadronic flux, zenith
dependent [σ]

0.00# 1.00 −0.55 −0.57

Detector parameters
Overall optical efficiency [%] 100# 10 102 102
Relative optical efficiency,
lateral [σ]

0.0# 1.0 0.2 0.2

Relative optical efficiency,
head-on [a.u.]

No prior −0.72 −0.66

Background
Atm. μ contamination
[% of sample]

No prior 5.5 5.6

PHYSICAL REVIEW LETTERS 120, 071801 (2018)
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FIG. 10. The relative impact from each systematic and each
systematic group on the final 1� confidence interval width
in analysis A. Each systematic is fixed to the best fit value
in turn and the change in the interval is measured. The
single most important systematic is the mass splitting, with a
16% (14%) impact on the CC (NC+CC) measurement. The
detector systematics show degeneracies that limit the impact of
individual parameters, but together account for 36% (41%) of
the uncertainty in the CC (NC+CC) measurement in analysis
A.

is not established, we check both normal and inverted
orderings in the fit and accept the one yielding the better790

likelihood. To avoid any bias in the fitted value of ✓23,
we fit its value in both octants (sin2 ✓23 < 0.5 and > 0.5)
and accept the value yielding the maximum likelihood.

E. Detector Uncertainties

Systematic uncertainties related to the response of the795

detector itself also play an important role. With no
direct parametrizations available, separate simulations for
di↵erent settings of the detector response were produced.
After applying the same reconstruction and selection as
described in Section III to these independent MC sets,800

the change in the number of expected events for each of
the analysis bins relative to the baseline simulation set is
computed. This procedure provides e↵ective changes at
each simulated discrete point of parameter settings.

To arrive at a continuous description, the e↵ects are ap-805

FIG. 11. Relative acceptance of photons versus photon arrival
angle for di↵erent optical models of the ice. Zenith angles ✓
with cos ✓ = �1.0 indicate vertically downward-going photons
(hitting the top of a DOM), cos ✓ = 0.0 horizontal photons,
and cos ✓ = �1.0 vertically upward-going. The black line
shows the angular photo sensitivity of a module as measured
in the laboratory. The green line and surrounding green
band show the angular acceptance used and its uncertainty,
respectively, and is based on the two parameters (lateral and
head-on sensitivity). The head-on area has a large associated
uncertainty. Data points obtained from the direct simulation
of a bubble column (not based on angular acceptance) are
overlaid in blue.

proximated using a function with linear dependencies on
the nuisance parameters. For N such linear parameters,
we use N -dimensional ”hyperplanes” as given in the fol-
lowing equation for each bin k in the analysis histogram:

810

f

⌫

k

(p1, p2, ..., pN ) =
NX

i=1

a

ik

p

i

+ b

k

, (5)

with the nuisance parameters p

i

, the fitted hyperplane
slopes a

i

and the common o↵set b. Thus for N parame-
ters N + 1 values are fitted. Such parameterizations are
obtained independently for every analysis bin, separately
for each of the three neutrino flavors in CC interactions815

and combined for all NC interactions.
In analysis A, detector response uncertainties of sim-

ulated atmospheric muons are also parametrized in a
similar way. The overall e�ciency of the optical modules
and the absorption yield particularly strong changes in820

the simulated muon rates which are not well-modeled
with linear parametrizations. In these two cases, an ex-
ponential form is instead used, giving the form for each
bin k

f

µ

k

(p1, p2, ..., pN ) =
NX

i=1

a

ik

p

i

+
MX

j=1

a

kj

e

�bkjpj + c

k

(6)

where N refers to the lateral and head-on optical e�ciency825

as well as the scattering of the glacial ice and M covers
the overall e�ciency and the absorption.
The values f

k

give the fractional change for each his-
togram bin given the values of the detector nuisance pa-

12

TABLE II. Nuisance parameters along with their associated priors, central values and ±1� ranges and, where applicable, the
best fit value.

Analysis A Analysis B

Parameter Prior
Best fit

(CC+NC)
Best fit
(CC)

Best fit
(CC+NC)

Best fit
(CC)

Neutrino Flux:
⌫e/⌫µ Ratio 1.0± 0.05 1.03 1.03 1.03 1.03
⌫e Up/Hor. Flux Ratio (�) 0.0± 1.0 -0.19 -0.18 -0.25 -0.24
⌫/⌫̄ Ratio (�) 0.0± 1.0 -0.42 -0.33 0.01 0.04
⌫ �� (Spectral Index) 0.0± 0.1 0.03 0.03 -0.05 -0.04
E↵ective Livetime (years) - 2.21 2.24 2.45 2.46

Cross-section:
MA (Quasi-Elastic) (GeV) 0.99+0.248

�0.149 1.05 1.05 0.88 0.88
MA (Resonance) (GeV) 1.12± 0.22 1.00 0.99 0.85 0.85
NC Normalization 1.0± 0.2 1.05 1.06 1.25 1.26

Oscillation:
✓
13

(�) 8.5± 0.21 - - 8.5 8.5
✓
23

(�) - 49.8 50.2 46.1 45.9
�m2

32

(10�3eV2) - 2.60 2.63 2.38 2.34

Detector:
Optical E↵., Overall (%) 100± 10 98.4 98.4 105 104
Optical E↵., Lateral (�) 0.0± 1.0 0.49 0.48 -0.25 -0.27
Optical E↵., Head-on (a.u.) - -0.63 -0.64 -1.15 -1.22
Local Ice Model - - - 0.02 0.07
Bulk Ice, Scattering (%) 100.0± 10 103.0 102.8 97.4 97.3
Bulk Ice, Absorption (%) 100.0± 10 101.5 101.7 102.1 101.9

Atmospheric Muons:
Atm. µ Fraction (%) - 8.1 8.0 4.6 4.6
��µ (µ Spectral Index, �) 0± 1 0.15 0.15 - -
Coincident ⌫ + µ Fraction 0± 0.1 0.01 0.01 - -

Measurement:
⌫⌧ Appearance Rate - 0.73 0.57 0.59 0.43

rameters ~p. This is applied as a multiplicative reweighting830

factor for each bin of the analysis histogram.
The shape of the hyperplane may depend on the

choice of other systematics values in the parametriza-
tion. In order to test this, hyperplanes were produced
with atmospheric neutrino mixing parameters varied from835

2.0  �m2
32/10

3eV2  3.0 and 0.1  sin2✓23  0.9. Neg-
ligible impact was observed in the final measurement of
tau neutrino appearance.

Both analyses incorporate six such nuisance parameters
to account for detector uncertainties. Their characteri-840

zation for analysis A is based on 20 simulated variations
per neutrino flavor and 12 for atmospheric muons and
for analysis B on 31 simulation sets per neutrino flavor
that were generated with one or more of the associated
nuisance parameters changed at a time. Using the ob-845

tained parametrizations, we obtain �

2/degrees of freedom
of 7328.1/10480 across the included neutrino simulation
sets and 842.5/900 for background muon sets in analysis
A. Similarly, a �

2 distribution with 9600/12800 degrees
of freedom is obtained from the neutrino simulation sets850

in analysis B.

The transparency of the ice in our fiducial volume
was calibrated using remotely-controlled light-emitting
diodes (LEDs) inside every deployed DOM. These opti-
cal properties a↵ect the light yield and temporal arrival855

distributions of photons that are produced from events
as seen by the DOMs. The parameters in the model,
scattering and absorption coe�cients as a function of
depth, were determined as a function of location within
the detector as described in [59]. The coe�cients have860

associated uncertainties of both ±10% and are included as
systematic uncertainties in this measurement. Additional
MC sets were produced with enhanced scattering (+10%),
enhanced absorption (+10%) and diminished scattering
and absorption (-7%, -7%) to estimate the e↵ects.865

One of the main drivers in the uncertainty of the photon
detection e�ciency is the formation of bubbles in the
refrozen ice in the holes where the IceCube strings were
deployed. This e↵ect can be modeled by changing the
light collection e�ciency of the DOMs. A prior with a870

width of 10% was applied to the overall photon collection
e�ciency [23], and MC data sets ranging from 88% to
112% of the nominal optical e�ciency were included.
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In addition to modifying the absolute e�ciency, the
hole ice bubbles can scatter Cherenkov photons near the875

DOMs. Analysis B uses two di↵erent ways to model this
e↵ect, first by modifying the relative optical e�ciency
as function of the incident photon angle and second by
incorporating an actual column of ice with enhanced
scattering in the MC simulation. Since the latter model880

is disfavoured by the fit of analysis B, analysis A only
incorporates the angular acceptance model.

Using the first approach, the e↵ect of the refrozen ice
column is modeled by two e↵ective parameters control-
ling the shape of the DOM angular acceptance curve885

(see Fig. 11). The lateral parameter controls the relative
sensitivity between photons traveling roughly 20� above
and below the horizontal. The uncertainty on this pa-
rameter is relatively well constrained by LED calibration
data. Simulated data sets were generated covering the890

±1� uncertainty range and a Gaussian prior based on the
calibration data is used for this parameter. The head-on
parameter modulates the sensitivity for photons traveling
upwards and arriving near the DOM’s lower face. This
is a region not well constrained by the string-to-string895

LED calibration as no bright, upward-pointing LEDs were
deployed. To account for this uncertainty, the acceptance
curve is altered using a dimensionless parameter ranging
from �5 (corresponding to a bubble column completely
obscuring the DOM’s lower face for vertically incident900

photons) to 2 (no obscuration). Simulated data sets cover-
ing the range from -5 to 2 were used to parameterize this
e↵ect. No prior is imposed on this parameter due to lack
of information from calibration data. Modelling the hole
ice via the angular acceptance curve is an approximation,905

as it only truly holds in the far field. In addition, it can
only model hole ice radii significant larger than the DOM
radius as no azimuthal dependence is incorporated.

The second method is a “direct” or explicit simulation
of the bubble column consisting of ice with enhanced910

scattering located in the refrozen holes [60]. In addition,
photons arriving at a DOM are not accepted based on
their incident angle, but by requiring that they impact
the DOM’s lower hemisphere. Although in principle more
realistic than the angular acceptance model, the tuning of915

all parameters involved in such a simulation is a challenge.
Various MC sets for a range of di↵erent settings (optical
properties of bubble column ice, column radius) and using
the best knowledge of the position of the column with
respect to each DOM were produced. For comparison,920

the fraction of photons arriving at several DOMs as a
function of the arrival direction is also shown in Fig. 11.
A fourth parameter (the local ice model) is introduced in
analysis B to account for di↵erences not covered by the
angular acceptance model. A value of zero corresponds925

to the purely angular acceptance base simulations, while
a value of one is assigned to the explicit bubble column
simulations.
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FIG. 12. Event distributions of the atmospheric muon back-
ground for analysis A (top row) obtained from the best-fit
simulation, and for analysis B (bottom row) obtained from
the data sideband.

F. Atmospheric Muon Uncertainties

The last nuisance parameter pertains to the amount of930

atmospheric muon contamination in the final data sample.
For analysis A, uncertainties due to atmospheric muons
flux include the uncertainties associated with the cosmic
ray spectral index in Section VB based on [51]. Additional
uncertainties due to detector response are treated the935

same way as the case of neutrinos, where additional sets
are produced and a hyperplane fit is performed per bin.

For analysis B, a data-driven method is used to estimate
the shape of this background as described in Section III B
(see Fig. 12). With the absolute e�ciency for tagging940

background events not amenable to direct measurement,
the normalization of the muon contribution is left uncon-
strained in the fit. Its nominal value is set to match the
expected rate from simulated atmospheric neutrinos, and945

error terms are calculated with respect to this nominal
value. In addition, we account for uncertainties in these
background templates arising from shape changes when
modifying the selection cuts. Two samples are obtained
by requiring more than one hit and more than two hits in950

the muon veto regions, with the latter being a more pure
muon sample. The di↵erence in shape between the two (ig-
noring normalization di↵erences) is added in quadrature,
together with the limited statistics term, to the uncorre-
lated uncertainties �exp in Eq. 4. The output shape and955

uncertainty are in agreement with muon simulations.

Event	distributions	
of	atm.	µ	bkgd.	for	
analysis	A	from	
best-Zit	simulation.

Event	distributions	
of	atm.	µ	bkgd.	for	
analysis	B	from	
data	sideband.
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ντ	Appearance	&	PMNS	Unitarity
•Testing	PMNS	unitarity:	We	have	a	ways	to	go	before	we	can	reach	CKM	levels	of	precision	
•τ	sector	constraints	are	~order	of	magnitude	weaker	than	for	e,µ	sectors	
•SigniZicant	deviation	from	unitarity	could	be	indicator	of	new	physics	
•νµ→ντ	probes	combination	of	|Uµ3|^2	and	|Uτ3|^2
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Park	&	Ross-Lonergan,	2015

τ-containing	
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Neutrino	Cross	Sections
•At	the	Eν	
relevant	for	
DeepCore	and	
PINGU,	cross	
section	
dominated	by	
DIS

29
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Neutrino	Cross	Section	Systematics
•Performed	full	treatment	of	systematics	through	
GENIE,	varying	over	10	separate	parameters	
• Impact	on	Zinal	  
signiZicance	much	  
smaller	than	that	of	  
oscillation	parameter	  
uncertainties	

• Largest	impacts	seen	from	  
mA	in	CCQE	and	resonance	 
interactions,	and	higher	  
twist	parameters	in	  
Bodek-Yang	DIS	model

30
Tyce DeYoung

Neutrino-Nucleon Interaction Uncertainties

• Comparison of impact of  
GENIE uncertainties to  
original ad hoc treatment


• Net impact of full treatment 
is negligible – oscillation 
uncertainties dominate

• Largest impacts from mA in 

CCQE and resonance  
interactions, higher twist 
parameters in Bodek-Yang 
DIS model

29

Neutrino interaction cross-section uncertainties

x-sec uncertainties from
GENIE
strongest impact:

I axial mass parameters
for CCQE and hadron
resonance production

I Bodek-Yang higher twist
parameters for DIS

small additional effect
compared to existing
systematics
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Atmospheric	Neutrinos
•Production	
mechanism	
•Wide	variety	of	
energies	and	
baselines	
•Lots	of	possible	
oscillation	
signatures

31
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