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Where is Daya Bay?
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Where is Daya Bay 
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50 km 

It’s about 50 km to the Victoria 
Harbour of Hong Kong. 

Daya Bay Nuclear Power Plant is located 
in Shenzhen, southern China. 
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Neutrino Oscillations
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Parameters: one CP phase, two mass splittings, 
and three mixing angles

θ13 measurement with reactor 
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Reactor neutrino oscillation 
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Reactor anti-neutrino survival probability 
short baseline long baseline 

θ13 can be revealed by deficit of reactor anti-neutrinos at ~ 2 km 

short baseline long baseline 

Remaining unknowns: mass 
hierarchy and CP Phase
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Neutrino oscillation  
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 ¦ Flavor eigenstates 

Mass eigenstates 

The 3-generation neutrino oscillation framework: 

Parameters:  1 CP phase, 2 mass squared difference, 3 mixing angles 

Remaining unknowns: 

1) mass hierarchy 2) CP phase 

Magnitude of θ13 is the signpost to the 
determination of these unknowns! 
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Experiments at different Baselines
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Rich reactor Neutrino program at different baselines

From: Vogel, Wen, Zhang
12/16/15 Ke Han, Yale University 5
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Detecting Reactor Neutrinos

6

Inverse Beta Decay
Measurement method 

Detection of electron antineutrino by Inverse Beta Decay (IBD) 
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Delayed signal 
2.2 MeV 200 μs 
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Extract θ13 from reactor antineutrino deficit 

9 Far/Near IBD events ratio 
9 IBD spectra distortion of the Far and Near sites 
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Extract 𝜃13 from 𝜈e deficit

Study Far/Near event ratio and spectral distortion
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Eight Detectors in Three Halls
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Eight Detectors in Three Underground Halls

3

Experimental layout

S. Jetter 7 / 53
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⌅ 17.4 GWth power

⌅ 8 operating detectors

⌅ 160 t total target mass
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T.J. Langford - Yale University HQL2016 - Virginia Tech

Detector Tanks: Two acrylic vessels and outer steel tank

Detector Liquids: 20t GdLS and 22t LS target, 36t MO buffer and shield

Light Detection: 192 20cm PMTs around side, top and bottom reflector

Calibration Systems: Three automated calibration units, LED, neutron, 
and gamma sources

Antineutrino Detectors (AD)
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Anti-neutrino Detector (AD) 
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Detector tanks 

Detector liquids 

Photon collection 

Calibration system 

Inner acrylic tank (Φ3m) + Outer acrylic tank (Φ4m) + steel tank (Φ5m) 

20t GdLS + 22t LS + 36t MO 

192 8” PMTs + top and bottom reflectors 

3 Auto Calibration Units (ACU) at 3 axes with LED/AmC-Co/Ge 

Photomultipliers 

Inner acrylic tank 

Automated  
calibration system 

Outer acrylic tank 

Steel tank 

Reflectors at top/bottom 
of cylinder 

target: Gd-loaded scintillator 
(GdLS),  20t 

 
γ-catcher: normal scintillator 

 (LS),  22t 
 

buffer shielding: mineral oil  
(MO),   36t 
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Data Collection
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Data Collection 
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404 days 217 days 



T.J. Langford - Yale University HQL2016 - Virginia Tech

• PMT Gain: rolling SPE calibration 

• Absolute energy scale: Am-C at 
detector center

• Time Variation: 60Co at detector 
center

• Non-uniformity: 60Co off-axis at 
multiple positions

AD Energy Calibration

10

R=1.775m R=1.35m R=0 

Energy calibration 

2016-3-14 Rencontres de Moriond EW 2016 12 

• PMT gain:  
Single electrons from photocathode 

• Absolute energy scale:  
Am-C at detector center 

• Time variation:  
60Co at detector center 

• Non-uniformity:  
60Co at different positions  

• Alternative calibration:  
nGd  events from muon spallation 

Relative energy scale uncertainty for 
nGd study: 0.2%  

Automated 
calibration 

R=1.775m R=1.35m R=0 

Energy calibration 
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• PMT gain:  
Single electrons from photocathode 

• Absolute energy scale:  
Am-C at detector center 

• Time variation:  
60Co at detector center 

• Non-uniformity:  
60Co at different positions  

• Alternative calibration:  
nGd  events from muon spallation 

Relative energy scale uncertainty for 
nGd study: 0.2%  

Automated 
calibration 

Relative energy scale 
uncertainty: 0.2%



T.J. Langford - Yale University HQL2016 - Virginia Tech

• Discrete and continuous 
calibration sources map out 
detector response

• Address scintillator and electronics 
non-linearities

• Uncertainty <1% above 2MeV

Energy non-linearity calibration 
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68.3% C.L. This χ2-based approach to obtain the energy
response resulted in < 1% uncertainties of the absolute
energy scale above 2MeV. The uncertainties of the positron
response were validated using the 53-MeV cutoff in the
Michel electron spectrum from muon decay at rest and the
continuous β þ γ spectra from natural bismuth and thallium
decays. These improvements added confidence in the
characterization of the absolute energy response of the
detectors, although they resulted in negligible changes to
the measured mixing parameters.
IBD candidates were selected using the same criteria

discussed in Ref. [1]. Noise introduced by PMT light
emission in the voltage divider, called flashing, was
efficiently removed using the techniques of Ref. [6]. We
required 0.7 MeV < Ep < 12.0 MeV, 6.0 MeV < Ed <
12.0 MeV, and 1 μs< Δt < 200 μs , where Ed is the
delayed energy and Δt ¼ td − tp was the time difference
between the prompt and delayed signals. In order to
suppress cosmogenic products, candidates were rejected
if their delayed signal occurred (i) within a (−2 μs, 600 μs)
time window with respect to an inner water shield or outer
water shield trigger with a PMT multiplicity > 12,
(ii) within a (−2 μs, 1000 μs) time window with respect
to triggers in the same AD with reconstructed energy
> 20 MeV, or (iii) within a (−2 μs, 1 s) time window with
respect to triggers in the same AD with reconstructed
energy > 2.5 GeV. To select only definite signal pairs, we
required the signal to have a multiplicity of 2: no other
> 0.7 MeV signal occurred within a (tp − 200 μs; tdþ
200 μs) time window.

Estimates for the five major sources of background for
the new data sample are improved with respect to Ref. [9].
The background produced by the three Am-C neutron
sources inside the automated calibration units contributed
significantly to the total systematic uncertainty of the
correlated backgrounds in the 6-AD period. Because of
this, two of the three Am-C sources in each AD in EH3
were removed during the 2012 summer installation period.
As a result, the average correlated Am-C background rate
in the far hall decreased by a factor of 4 in the 8-AD period.
As in previous publications [1,9], this rate was determined
by monitoring the single-neutron production rate from the
Am-C sources. Removal of these Am-C sources had
negligible consequences for our calibration.
Energetic, or fast, neutrons of cosmogenic origin pro-

duced a correlated background for this study. Relaxing
the prompt-energy selection to (0.7–100) MeV revealed
the fast-neutron background spectrum above 12 MeV.
Previously we deduced the rate and spectrum of this
background using a linear extrapolation into the IBD
prompt signal region. Here we used a background-
enhanced data set to improve the estimate. We found
6043 fast-neutron candidates with prompt energy from
0.7 to 100 MeV in the 200 μs following cosmogenic
signals only detected by the outer water shield or resistive
plate chambers. The energy spectrum of these veto-tagged
signals was consistent with the spectrum of IBD-like
candidate signals above 12 MeV, and was used to estimate
the rate and energy spectrum for the fast-neutron back-
ground from 0.7 to 12 MeV. The systematic uncertainty
was estimated from the difference between this new
analysis and the extrapolation method previously
employed, and was determined to be half of the estimate
reported in Ref. [6].
The methods used in Refs. [1,6] to estimate the back-

grounds from the uncorrelated prompt-delayed pairs (i.e.,
accidentals), the correlated β − n decays from cosmogenic
9Li and 8He, and the 13Cðα; nÞ16O reaction, were extended
to the current 6þ 8 AD data sample. The decrease in the
single-neutron rate from the Am-C sources reduced the
average rate of accidentals in the far hall by a factor of 2.7.
As a result, the total backgrounds amount to about 3% (2%)
of the IBD candidate sample in the far (near) hall(s). The
systematic uncertainties in the 13Cðα; nÞ16O cross section
and in the transportation of the α particles were reassessed
through a comparison of experimental results and simu-
lation packages, respectively [19]. The estimation of
9Li=8He now dominated the background uncertainty in
both the near and far halls. The estimated signal and
background rates, as well as the efficiencies of the muon
veto, ϵμ, and multiplicity selection, ϵm, are summarized in
Table I.
A detailed treatment of the absolute and relative

efficiencies using the first six ADs was reported in
Refs. [6,14]. The uncertainties of the absolute efficiencies
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FIG. 2 (color online). Estimated energy response of the
detectors to positrons, including both kinetic and annihilation
gamma energy (red solid curve). The prominent nonlinearity
below 4 MeV was attributed to scintillator light yield (from
ionization quenching and Cherenkov light production) and the
charge response of the electronics. Gamma rays from both
deployed and intrinsic sources as well as spallation 12B β decay
determined the model, and provided an envelope of curves
consistent with the data within a 68.3% C.L. (grey band). An
independent estimate using the beta+gamma energy spectra from
212Bi, 214Bi, 208Tl, as well as the 53-MeV edge in the Michel
electron spectrum gave a similar result (blue dashed line), albeit
with larger systematic uncertainties.

PRL 115, 111802 (2015) P HY S I CA L R EV I EW LE T T ER S
week ending

11 SEPTEMBER 2015

111802-4
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Antineutrino Event Selection
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Pool Muon 
Veto (us)

AD Muon 
Veto (us)

Shower 
Muon Veto

Prompt 
Energy 
(MeV)

Delay 
Energy 
(MeV)

Capture 
Time (us)

Distance 
Cut (mm)

nH 400us 800us 1s [1.5,12] peak + 
3𝜎 [1,400] 500

nGD 600us 1000us 1s [0.7,12] [6,12] [1,200] NA

P𝜈e
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N Gd

𝛾s
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Selection of Antineutrino Candidates (Signal)
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Inverse Beta Decay (IBD) Reaction

Experimental signature: prompt+delayed coincidence

Selection Criteria:  
0.7 MeV < EPROMPT  < 12 MeV

6 MeV < EDELAYED < 12 MeV
1 μs <  (tD - tP)  < 200 μs

Muon veto to suppress cosmogenic bkg
Muon crossing Water Pool only: veto 0.6ms

n capture on Gd
n capture on H

20 MeV<E<2.5 GeV: veto 1ms 
E>2.5 GeV: veto 1s

Muon  
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Backgrounds 
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Backgrounds
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Background Near Far Uncertainty Method

Accidentals 1.4% 2.3% ~1% Computed statistically
from uncorrelated singles

9Li / 8He 0.4% 0.4% ~50% Measured with after-muon events

241Am-13C 0.1% 0.1% ~50% MC tuned to single gamma and  
strong Am-C source

Fast Neutrons 0.03% 0.2% ~50% Measured with tagged muon events

13C(α,n)16O 0.01% 0.1% ~50% Calculated from measured 
radioactivity

Background Near Hall Far Hall Uncertainty Method

Accidentals 1.4% 2.3% ~1% Statistically determined from 
uncorrelated events

9Li/8He 0.4% 0.4% ~50% Measured with muon-tagged 
events

241Am-13C 0.1% 0.1% ~50% Tuned with MC

Fast Neutrons 0.03% 0.2% ~30% Measured with muon-tagged 
events

(𝛼,n) 0.01% 0.1% ~50% Calculated from measured 
radioactivity
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• 6.9x105 GWth-Ton-Day exposure, 
150k IBDs in far detectors

• Use near hall to predict far hall 
spectrum with and without 
oscillations

• Uncertainties dominated by 
statistics

Updated nGd Oscillation

14
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the oscillation probability for the ith reconstructed energy
bin and ϕ the reactor antineutrino flux (which cancels from
wi). With Pi calculated in reconstructed positron energy,
the detector response introduces small (< 0.2% above
2 MeV) calculable deviations from Eq. (1).
For multiple reactor cores, the weight wi was modified:

wi ¼
Nf

i

Nn
i
¼

!
Tf

Tn

"!
ϵf

ϵn

"X

j

PðEtrue
j jErec

i Þrj: ð4Þ

The probability distribution PðEtrue
j jErec

i Þ accounts for the
energy transfer from the ν̄e to the eþ and imperfections in
the detector energy response (loss in nonactive elements,
nonlinearity, and resolution). The extrapolation factor rj
was calculated as

rj ¼
Pcores

k PðEtrue
j ; Lf

kÞϕjk=ðL
f
kÞ2Pcores

k PðEtrue
j ; Ln

kÞϕjk=ðLn
kÞ2

; ð5Þ

where P is given by Eq. (1), LfðnÞ
k is the distance between a

far (near) detector and core k, and ϕjk is the predicted
antineutrino flux from core k for the jth true energy bin. In
the single-reactor core case, the antineutrino flux ϕ cancels
in the expression for rj and Eq. (4) reduces to Eq. (3).
Although the cancellation is not exact for multiple cores,
the impact of the uncertainty in reactor antineutrino flux
was found to be ≤ 0.1%.
The covariance matrix element Vij was the sum of a

statistical term, calculated analytically, and a systematic
term determined by Monte Carlo calculation using

Vij ¼
1

N

XN
ðSfi − wiSni ÞðS

f
j − wjSnj Þ: ð6Þ

Here, N is the number of simulated experiments generated
with energy spectra S, including systematic variations of
detector response, ν̄e flux, and background. The choice of
reactor antineutrino model [22–28] in calculating the
covariance had negligible (< 0.2%) impact on the deter-
mination of the oscillation parameters.
Without loss of sensitivity, we summed the IBD signal

candidates of the ADs within the same hall, accounting for
small differences of target mass, detection efficiency,
background, and baseline. We considered the 6-AD and
8-AD periods separately in order to properly handle
correlations in reactor antineutrino flux, detector exposure,
and background. This means that i and j in the above
equations ran over the 37 reconstructed energy bins for the
two near versus far combinations and for the two periods
considered (37 × 2 × 2 ¼ 148). More details of this
method are described in Ref. [29].
Using this method, we found sin22θ13 ¼ 0.084% 0.005

and jΔm2
eej ¼ ð2.42% 0.11Þ × 10−3 eV2, with χ2=NDF ¼

134.6=146 (see the Supplemental Material [30]). While we

use sin22θ12 ¼ 0.857% 0.024 and Δm2
21 ¼ ð7.50%

0.20Þ × 10−5 eV2 from Ref. [31], our result was largely
independent of these values. Consistent results were
obtained when our previous methods [1,9] were applied
to this larger data set. Under the normal (inverted)
hierarchy assumption, jΔm2

eej yields Δm2
32 ¼ ð2.37%

0.11Þ × 10−3 eV2 (Δm2
32 ¼ −ð2.47% 0.11Þ × 10−3 eV2).

This result was consistent with and of comparable precision
to measurements obtained from accelerator νμ and ν̄μ
disappearance [10,11]. Using only the relative rates
between the detectors and Δm2

32 from Ref. [10] we found
sin2 2θ13 ¼ 0.085% 0.006, with χ2=NDF ¼ 1.37=3.
The reconstructed positron energy spectrum observed in

the far site is compared in Fig. 3 with the expectation based
on the near-site measurements. The 68.3%, 95.5%, and
99.7% C.L. allowed regions in the jΔm2

eej − sin2 2θ13 plane
are shown in Fig. 4. The spectral shape from all exper-
imental halls is compared in Fig. 5 to the electron
antineutrino survival probability assuming our best esti-
mates of the oscillation parameters. The total uncertainties
of both sin22θ13 and jΔm2

eej are dominated by statistics.
The most significant systematic uncertainties for sin22θ13
are due to the relative detector efficiency, reactor power,
relative energy scale, and 9Li=8He background. The
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FIG. 3 (color online). Upper: Background-subtracted recon-
structed positron energy spectrum observed in the far site (black
points), as well as the expectation derived from the near sites
excluding (blue line) or including (red line) our best estimate of
oscillation. The spectra were efficiency corrected and normalized
to one day of live time. Lower: Ratio of the spectra to the no-
oscillation case. The error bars show the statistical uncertainty of
the far site data. The shaded area includes the systematic and
statistical uncertainties from the near-site measurements.
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sin2(2θ13) = 0.084±0.005 |Δm2ee| = (2.42±0.11)·10-3 eV2 

|Δm232| (NH) = (2.37±0.11)·10-3 eV2  |Δm232| (IH) = (2.47±0.11)·10-3 eV2 
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• Mass splitting consistent with n_mu 
measurements from Minos and T2K

• Map out full L/E curve using energy 
information from each experimental 
hall

• Leff takes into account multiple 
detectors and multiple reactor cores

• E𝜈 has detector response removed 
from prompt energy
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systematic uncertainty in jΔm2
eej is dominated by uncer-

tainty in the relative energy scale.
In summary, enhanced measurements of sin2 2θ13 and

jΔm2
eej have been obtained by studying the energy-

dependent disappearance of the electron antineutrino inter-
actions recorded in a 6.9 × 105 GWth ton days exposure.
Improvements in calibration, background estimation, as

well as increased statistics allow this study to provide the
most precise estimates to date of the neutrino mass and
mixing parameters jΔm2

eej and sin2 2θ13.
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allowed at the 68.3%, 95.5%, and 99.7% confidence levels by the
near-far comparison of ν̄e rate and energy spectra. The best
estimates were sin2 2θ13 ¼ 0.084' 0.005 and jΔm2

eej ¼ ð2.42'
0.11Þ × 10−3 eV2 (black point). The adjoining panels show the
dependence of Δχ2 on sin2 2θ13 (top) and jΔm2

eej (right). The
jΔm2

eej allowed region (shaded band, 68.3% C.L.) was consistent
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32j using muon disappearance by the
MINOS [10] and T2K [11] experiments, converted to jΔm2

eej
assuming the normal (solid) and inverted (dashed) mass
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systematic uncertainty in jΔm2
eej is dominated by uncer-

tainty in the relative energy scale.
In summary, enhanced measurements of sin2 2θ13 and

jΔm2
eej have been obtained by studying the energy-

dependent disappearance of the electron antineutrino inter-
actions recorded in a 6.9 × 105 GWth ton days exposure.
Improvements in calibration, background estimation, as

well as increased statistics allow this study to provide the
most precise estimates to date of the neutrino mass and
mixing parameters jΔm2

eej and sin2 2θ13.
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Data Sample:
• Same exposure as recent nGd results
Key Features:
• Independent sample of IBD events
• Different systematics
Challenges:
• Higher accidental backgrounds
• More energy leakage at detector edge
Strategy:
• Prompt Energy Cut: 1.5MeV
• Delay Energy: Peak ±3𝜎 (1.9-2.7MeV)
• Distance between prompt and delay: 0.5m
• Statistical accidental subtraction (from data) 

New nH Oscillation Results
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New result of independent θ13 with nH sample 
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Key features:  
• Independent statistics 
• Different systematics 

Challenges:  

• High accidental background because of longer 
capture time and lower delayed energy 

• More energy leakage at the edge of detector 

Strategy: (data-driven analysis) 
• Prompt energy cut (>1.5MeV) 
• Delayed energy 3σ cut (about 1.9~2.7 MeV)  
• Prompt-to-delayed distance cut (<0.5m) 
• Precise accidental background subtraction 
   (detail in backup)  

Data sample:  
217 days of 6AD data + 404 days of 8AD data 
same as nGd analysis on last page 
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energy peak and resolution, and IBD prompt and delayed
event-position distributions. Given the observed stabiliza-
tion of the leak, no impact is expected in the future.

H. Summary

The efficiencies of the PMT flash rejection, prompt- and
delayed-energy selection, and coincidence-time selection
criteria were determined with simulation, while the number
of target protons, the muon-veto and multiplicity and
coincidence-distance selection efficiencies were deter-
mined with data. The AD-uncorrelated uncertainties of
these quantities were determined by comparing data among
the eight ADs.
The efficiency of the PMT flash rejection criterion was

> 99.99% (see Sec. IV B 1) and had a negligible uncer-
tainty. Muon-veto and multiplicity selection efficiencies
(εμ and εm) are listed in Table II and had negligible AD-
uncorrelated uncertainties. The product of the efficiencies
of the prompt- and delayed-energy, and time selection
criteria were about 14%, 50%, and 5% in the GdLS, LS,
and acrylic volumes, respectively. The efficiency of the
coincidence-distance criterion was determined as an aver-
age for all volumes: 75%. The AD-uncorrelated uncertain-
ties of these efficiencies are listed for each detector volume
v in Table III. The uncertainty of the delayed-energy
selection efficiency reduced from 0.5% [15] to 0.35%
because of a new estimation and an update of the original
estimation to scale the number of spallation neutrons with
the number of target protons. This reduced the uncertainty
of the nH-IBD selection efficiency by 15%.
Table III also gives the estimated correlation coefficients

between the detector efficiencies of the nH- and nGd-IBD
analyses. The number of target protons were fully corre-
lated in the GdLS while uncorrelated in the LS due to their
identical and independent methods of mass measurement,
respectively. The efficiency of the prompt-energy criterion
was correlated through a common dependence on energy
scale, and was conservatively treated as fully correlated.
The coincidence-time criterion was also treated as fully

correlated. The delayed-energy criterion was largely inde-
pendent because the primary contribution to the uncertainty
in the nH analysis was the variation of the 3σ selection,
which does not exist in the nGd analysis. The coincidence-
distance criterion was uncorrelated because there was no
such selection in the nGd-IBD analysis. The overall
correlation between the IBD detection efficiencies of the
nH- and nGd-IBD analyses was about 0.07.
The last row of Table II shows the ratio of the efficiency-

and target proton-corrected rates of IBDs for the nH- and
nGd-IBD analyses, for each AD. The errors are the
statistical, background, and AD-uncorrelated systematic
uncertainties of both analyses. The consistency of the eight
values with one another reflects the consistency of the
selected number of IBDs, background estimates, and per-
AD target proton and efficiency corrections, between the
two analyses. The consistency of the eight values with 1
reflects the accuracy of these values for both analyses.

VIII. RESULTS

The measured and predicted IBD rates of each hall are
shown over time in Fig. 21. The measured rates are
background-subtracted and efficiency-corrected (εμεm).
The predictions are from Eq. (1) [i.e., Eqs. (2) and (12)],
and are adjusted with the best-fit normalization factor ϵ
from Eq. (28). The six reactors are seen to have operated
continually at their nominal power output. The two reactors
nearby EH1 were refueled every 16 months and the four
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FIG. 21. Measured IBD rate vs. time for each experimental hall
(blue points). Each point spans one week and the error bars are
purely statistical. The dashed red lines are the expected IBD rates
assuming no oscillation. The sold red lines are the expected IBD
rates with the best-fit value of sin22θ13. The final two of eight
ADs were installed during the ≈12-week gap in all halls.

TABLE III. The relative per-detector uncorrelated uncertainties
for each detector-related quantity. The uncertainties of the Np are
weighted when determining the combined uncertainty of Nε in
the bottom row. The last column contains the estimated corre-
lation coefficients between the nH- and nGd-IBD analyses.

Uncertainty (%) Correlation

Target protons (Np;GdLS) 0.03 1
Target protons (Np;LS) 0.13 0
Target protons (Np;acrylic) 0.50 -
Prompt energy (εEp

) 0.10 1
Coincidence time (εT) 0.14 1
Delayed energy (εEd

) 0.35 0.07
Coincidence distance (εD) 0.40 0
Combined (Nε) 0.57 0.07

NEW MEASUREMENT OF θ13 VIA NEUTRON … PHYSICAL REVIEW D 93, 072011 (2016)

072011-21

reactors nearby EH2 were refueled every 8–12 months,
each with 1–2 months downtime.

A. Antineutrino disappearance

The disappearance of ν̄e is quantified without invoking a
model of neutrino oscillation and with minimal impact
from models of reactor antineutrino spectra, by directly
comparing the measured IBD rate at the far hall with the
rate expected based on the measurements at the near halls.
The expected number of IBDs in the far hall was expressed
as a combination of the two near-hall measurements:

N̄EH3 ≡ αNEH1 þ βNEH2; ð24Þ

where NEH1 and NEH2 are the measured numbers of IBDs
after subtracting all the backgrounds and correcting for the
muon-veto and multiplicity selection efficiencies (εμ and
εm) in EH1 and EH2.
Expressions for the weights α and β were determined

using Eq. (24) with the number of measured IBDs replaced
by the number of predicted IBDs assuming no oscillation.
This number was calculated for experimental hall i using
Eq. (1) without oscillation:

N̄i ¼
X6

r¼1

N̄ir ≡
X6

r¼1

X

di

Nε;di

4πL2
dir

Z Z

ftdig
σν

d2Nr

dEdt
dEdt;

ð25Þ
where di denotes the dth AD in experimental hall i and the
Nε do not include εm and εμ. The modified Eq. (24) directly
yields β ¼ ðN̄3 − αN̄1Þ=N̄2. The weight α was obtained by
operating on the difference between the two predictions for
EH3: ΔN̄ ¼ N̄3 − αN̄1 − βN̄2. The variance of ΔN̄ (σ2Δ)
was obtained via error propagation with respect to the
reactor-uncorrelated relative uncertainty (which was taken
to be identical for all reactors), and then its minimum was
found with respect to α, yielding

α ¼
P

rðN̄3r − N̄3

N̄2
N̄2rÞðN̄1r − N̄1

N̄2
N̄2rÞ

P
rðN̄1r − N̄1

N̄2
N̄2rÞ2

: ð26Þ

This expression minimizes the impact of the reactor-
uncorrelated uncertainty.
For the 621-day data set used in this analysis, α ¼ 0.054

and β ¼ 0.216. These values are dominated by the base-
lines Ldr, and only slightly influenced by the integrated
emission rates d2NrðE; tÞ=dEdt. Thus, β, which is asso-
ciated with EH2, is four times larger than α primarily

because of the shorter baselines between EH3 and the four
reactors nearby EH2. The reactor-uncorrelated uncertainty
is suppressed by a factor of about 20, which can be seen by
evaluating the expression for σ2Δ.
Using Eq. (24) and the values of α and β, the ratio of the

observed to the expected number of IBDs at the far hall was

R≡ NEH3

N̄EH3
¼ 0.950% 0.005: ð27Þ

Figure 22 shows the measured prompt-energy spectrum
at the far hall and that predicted with the near-hall
measurements via Eq. (24). The ratios R of each energy
bin are shown in the bottom panel and demonstrate the
effect of ν̄e disappearance as a function of energy. The best-
fit curve is the ratio of far-hall and normalized near-hall
predictions using Eq. (1) and the result for sin22θ13
presented in the next section.

B. Fit for sin22θ13
To determine sin22θ13, a χ2 was constructed with pull

terms for the background uncertainties and the AD- and
reactor-uncorrelated uncertainties:

χ2 ¼
X8

d¼1

½NDC;d − N̄IBD;dð1þ ϵþ
P

6
r¼1 ω

d
rαr þ ϵdÞ − ð1þ ηdÞBd'2

ðσDC;dÞ2
þ
X6

r¼1

α2r
σ2R

þ
X8

d¼1

!
ϵ2d
σ2D

þ η2d
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"
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FIG. 22. Top: Reconstructed prompt-energy spectrum of the far
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are background-subtracted. Error bars are purely statistical.
Bottom: Ratio of the Far/Near halls and the curve representing
the best-fit value of sin22θ13 ¼ 0.071% 0.011.
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where NDC;d is the number of measured double coinci-
dences from the dth AD given in Table II, Bd is the sum of
the accidental and correlated backgrounds derivable from
Table II, σDC;d is the statistical uncertainty of NDC, and
N̄IBD is the expected number of IBDs from Eq. (1), which
contains the oscillation parameter sin22θ13. The ωd

r [36] are
the fractions of IBDs in the dth AD due to the rth reactor,
which were calculated using Eq. (1) without oscillation
(including oscillation decreased the best-fit value of
sin22θ13 by less than 0.03%). The reactor-uncorrelated
uncertainty (0.9%) is denoted as σR. The parameter σD is
the AD-uncorrelated uncertainty of IBD detection effi-
ciency from Table III. The parameter σB;d is the combina-
tion of all background uncertainties, which are given in
Table II. There are twenty two corresponding pull param-
eters denoted as αr, ϵd, and ηd. The normalization factor ϵ
was fit and accounted for any biases in the backgrounds Bd
that were common to all halls or detectors, and any biases in
the predicted number of IBDs N̄IBD;d that were common to
all detectors; i.e., in reactor-related models/quantities, the
IBD cross-section model, or IBD selection efficiencies.
Iterating over sin22θ13 with the efficiency correction

factors as described in Sec. VII A 1, the best-fit value for
both the normal and inverted neutrino-mass hierarchies was

sin2 2θ13 ¼ 0.071" 0.011; ð29Þ

with a χ2min per degree of freedom of 6.3=6.
Figure 23 shows the ratio of the measured rate to the

predicted rate assuming no oscillation, for each detector.

The most recent nGd result from Daya Bay [12] is included
for comparison. The 5.0%-deficit of EH3 relative to the
near halls given in Eq. (27) is apparent. For the nGd-IBD
analysis, this deficit was about 5.2%, and the best-fit value
was sin22θ13 ¼ 0.084. The red curve is the oscillation
survival probability Pν of Eq. (3) with a value of sin22θ13 ¼
0.082 from the combination of the nH- and nGd-IBD
analyses, which is described in the next section.
The contributions of various quantities to the total

uncertainty of sin22θ13 (σtotal) are listed in Table IV, where
they are presented as fractions of σ2total. The variance of a
quantity was estimated as σ2total minus the square of the fit
error when fixing the nuisance parameter of said quantity to
its best-fit value. The sum of the fractions is not equal to 1
due to correlations. The statistical uncertainty is the largest
individual component. The second- and third-largest uncer-
tainties are those of the coincidence-distance criterion
and the delayed-energy criterion (see Table III for the
components of the detector contribution). The reactor-
uncorrelated uncertainty is reduced by a factor of 20, as
in the relative expression of Eq. (27).

C. nH-nGd combined result

The result for sin22θ13 from the current analysis was
combined with that from the most recent nGd-IBD spectral
analysis from Daya Bay [12]. The combination was
performed both analytically and via a simultaneous fit of
the nGd-IBD and nH-IBD data sets. Correlations between
the two analyses were estimated for efficiencies, back-
grounds, and reactor-related quantities.
The correlation coefficients of the various uncertainty

components are listed in Tables III and IV. Reactor-related
uncertainties are fully correlated and statistical uncertain-
ties are uncorrelated. The correlation of quantities with
negligible uncertainty, such as DAQ time and muon-veto
efficiency, had negligible impact. The correlation coeffi-
cients of the detector-related quantities are described in
Section VII H and listed in Table III. The accidental
backgrounds were treated as uncorrelated because of the
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and those of EH3-AD1, 2, 3, and 4 are shifted by −30, −10,þ10,
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TABLE IV. Contributions of individual uncertainties to the
total uncertainty of sin22θ13. See the text for details. Detector
uncertainties are characterized in Table III. The last column
contains the estimated correlation coefficients between the
nH- and nGd-IBD analyses.

Uncertainty Fraction (%) Correlation

Statistical 51.8 0
Detector 39.2 0.07
Reactor 4.2 1
9Li=8He 4.4 0
Accidental 0.4 0
Fast neutron 0.3 0
Am-C 0.1 0.7
Combined 100.4 0.02
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4

driven oscillation effect must be corrected for in each detec-
tor. A normalization factor R was defined to scale the mea-
sured rate to that predicted with a fissile antineutrino spectrum
model. The value of R, together with the value of sin2 2✓

13

,
were simultaneously determined with a �2 similar to the one
used in Ref. [4]:

�2 =
6X

d=1

[Md �R · Td(1 + ✏D +
P

r !
d
r↵r + ✏d) + ⌘d]2

Md +Bd

+
X

r

↵2

r

�2

r

+
6X

d=1

✓
✏2d
�2

d

+
⌘2d
�2

Bd

◆
+

✏2D
�2

D

, (3)

where Md is the number of measured IBD events in the d-th
detector with backgrounds subtracted, Bd is the correspond-
ing number of background events, Td is the number of IBD
events predicted with a fissile antineutrino spectrum model
via Eq. (2), and !d

r is the fractional IBD contribution from
the r-th reactor to the d-th detector determined with baselines
and reactor antineutrino rates, �r (0.9%) is the uncorrelated
reactor uncertainty, �d (0.2% [17]) is the uncorrelated de-
tection uncertainty, �Bd is the background uncertainty listed
in Ref. [17], and �D (2.1%) is the correlated detection un-
certainty, i.e. the uncertainty of detection efficiency in Ta-
ble I. Their corresponding nuisance parameters are ↵r, ✏d,
⌘d, and ✏D, respectively. The best-fit value of sin2 2✓

13

=
0.090± 0.009 is insensitive to the choice of model. The best-
fit value of R is 0.946±0.022 (0.991±0.023) when predicting
with the Huber+Mueller (ILL+Vogel) model. Replacing the
Mueller 238U spectrum with the recently-measured spectrum
in Ref. [35] yields negligible change in R. The uncertainty in
R is dominated by the correlated detection uncertainty �D.

With the oscillation effect for each AD corrected using
the best-fit value of sin2 2✓

13

in Eq. (3), the measured IBD
yield for each AD is expressed in two ways: the yield per
GWth per day, Y , and equivalently, the yield per nuclear fis-
sion, �f . These results are shown in the top panel of Fig. 1.
The measured IBD yields are consistent among all ADs after
further correcting for the small variations of fission fractions
among the different sites. The average IBD yield in the three
near ADs is Y = (1.55 ± 0.04) ⇥ 10�18 cm2/GW/day, or
�f = (5.92 ± 0.14) ⇥ 10�43 cm2/fission. These results are
summarized in Table II along with the flux-weighted average
fission fractions in the three near ADs.

A global fit for R was performed to compare with previous
reactor antineutrino flux measurements following the method
described in Ref. [36]. Nineteen past short-baseline (<100 m)
measurements were included using the data from Ref. [14].
The measurements from CHOOZ [37] and Palo Verde [38]
were also included after correcting for the effect of standard
three-neutrino oscillations. All measurements were compared
to the Huber+Mueller model. All predictions were fixed at
their nominal value in the fit. The resulting past global average
is Rpast

g = 0.942±0.009 (exp.)±0.025 (model). Daya Bay’s
measurement of the reactor antineutrino flux is consistent with
the past experiments. Including Daya Bay in the global fit, the

TABLE II. Average IBD yields (Y and �f ) of the near halls, flux nor-
malization with respect to different fissile antineutrino model predic-
tions, and flux-weighted average fission fractions of the near halls.

IBD Yield
Y ( cm2/GW/day) (1.55± 0.04)⇥ 10�18

�f (cm2/fission) (5.92± 0.14)⇥ 10�43

Data / Prediction
R (Huber+Mueller) 0.946± 0.022

R (ILL+Vogel) 0.991± 0.023
235U : 238U : 239Pu : 241Pu 0.586 : 0.076 : 0.288 : 0.050

new average is Rg = 0.943 ± 0.008 (exp.) ± 0.025 (model).
The results of the global fit are shown in the bottom panel of
Fig. 1.

Extending the study from the integrated flux to the en-
ergy spectrum, the measured prompt-energy spectra of the
three near-site ADs were combined after background subtrac-
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FIG. 1. Top: Rate of reactor antineutrino candidate events in the six
ADs with corrections for 3-flavor oscillations (closed circles), and
additionally for the variation of flux-weighted fission fractions at the
different sites (open squares). The average of the three near detectors
is shown as a gray line (and extended through the three far detectors
as a dotted gray line) with its 1� systematic uncertainty (gray band).
The rate predicted with the Huber+Mueller (ILL+Vogel) model and
its uncertainty are shown in blue (orange). Bottom: The measured
reactor ⌫̄e rate as a function of the distance from the reactor, nor-
malized to the theoretical prediction with the Huber+Mueller model.
The rate is corrected for 3-flavor neutrino oscillations at each base-
line. The blue shaded region represents the global average and its 1�
uncertainty. The 2.7% model uncertainty is shown as a band around
unity. Measurements at the same baseline are combined for clarity.
The Daya Bay measurement is shown at the flux-weighted baseline
(573 m) of the two near halls.
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driven oscillation effect must be corrected for in each detec-
tor. A normalization factor R was defined to scale the mea-
sured rate to that predicted with a fissile antineutrino spectrum
model. The value of R, together with the value of sin2 2✓

13

,
were simultaneously determined with a �2 similar to the one
used in Ref. [4]:

�2 =
6X

d=1

[Md �R · Td(1 + ✏D +
P

r !
d
r↵r + ✏d) + ⌘d]2
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+
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+
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+
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◆
+

✏2D
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D

, (3)

where Md is the number of measured IBD events in the d-th
detector with backgrounds subtracted, Bd is the correspond-
ing number of background events, Td is the number of IBD
events predicted with a fissile antineutrino spectrum model
via Eq. (2), and !d

r is the fractional IBD contribution from
the r-th reactor to the d-th detector determined with baselines
and reactor antineutrino rates, �r (0.9%) is the uncorrelated
reactor uncertainty, �d (0.2% [17]) is the uncorrelated de-
tection uncertainty, �Bd is the background uncertainty listed
in Ref. [17], and �D (2.1%) is the correlated detection un-
certainty, i.e. the uncertainty of detection efficiency in Ta-
ble I. Their corresponding nuisance parameters are ↵r, ✏d,
⌘d, and ✏D, respectively. The best-fit value of sin2 2✓

13

=
0.090± 0.009 is insensitive to the choice of model. The best-
fit value of R is 0.946±0.022 (0.991±0.023) when predicting
with the Huber+Mueller (ILL+Vogel) model. Replacing the
Mueller 238U spectrum with the recently-measured spectrum
in Ref. [35] yields negligible change in R. The uncertainty in
R is dominated by the correlated detection uncertainty �D.

With the oscillation effect for each AD corrected using
the best-fit value of sin2 2✓

13

in Eq. (3), the measured IBD
yield for each AD is expressed in two ways: the yield per
GWth per day, Y , and equivalently, the yield per nuclear fis-
sion, �f . These results are shown in the top panel of Fig. 1.
The measured IBD yields are consistent among all ADs after
further correcting for the small variations of fission fractions
among the different sites. The average IBD yield in the three
near ADs is Y = (1.55 ± 0.04) ⇥ 10�18 cm2/GW/day, or
�f = (5.92 ± 0.14) ⇥ 10�43 cm2/fission. These results are
summarized in Table II along with the flux-weighted average
fission fractions in the three near ADs.

A global fit for R was performed to compare with previous
reactor antineutrino flux measurements following the method
described in Ref. [36]. Nineteen past short-baseline (<100 m)
measurements were included using the data from Ref. [14].
The measurements from CHOOZ [37] and Palo Verde [38]
were also included after correcting for the effect of standard
three-neutrino oscillations. All measurements were compared
to the Huber+Mueller model. All predictions were fixed at
their nominal value in the fit. The resulting past global average
is Rpast

g = 0.942±0.009 (exp.)±0.025 (model). Daya Bay’s
measurement of the reactor antineutrino flux is consistent with
the past experiments. Including Daya Bay in the global fit, the

TABLE II. Average IBD yields (Y and �f ) of the near halls, flux nor-
malization with respect to different fissile antineutrino model predic-
tions, and flux-weighted average fission fractions of the near halls.

IBD Yield
Y ( cm2/GW/day) (1.55± 0.04)⇥ 10�18

�f (cm2/fission) (5.92± 0.14)⇥ 10�43

Data / Prediction
R (Huber+Mueller) 0.946± 0.022

R (ILL+Vogel) 0.991± 0.023
235U : 238U : 239Pu : 241Pu 0.586 : 0.076 : 0.288 : 0.050

new average is Rg = 0.943 ± 0.008 (exp.) ± 0.025 (model).
The results of the global fit are shown in the bottom panel of
Fig. 1.

Extending the study from the integrated flux to the en-
ergy spectrum, the measured prompt-energy spectra of the
three near-site ADs were combined after background subtrac-
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FIG. 1. Top: Rate of reactor antineutrino candidate events in the six
ADs with corrections for 3-flavor oscillations (closed circles), and
additionally for the variation of flux-weighted fission fractions at the
different sites (open squares). The average of the three near detectors
is shown as a gray line (and extended through the three far detectors
as a dotted gray line) with its 1� systematic uncertainty (gray band).
The rate predicted with the Huber+Mueller (ILL+Vogel) model and
its uncertainty are shown in blue (orange). Bottom: The measured
reactor ⌫̄e rate as a function of the distance from the reactor, nor-
malized to the theoretical prediction with the Huber+Mueller model.
The rate is corrected for 3-flavor neutrino oscillations at each base-
line. The blue shaded region represents the global average and its 1�
uncertainty. The 2.7% model uncertainty is shown as a band around
unity. Measurements at the same baseline are combined for clarity.
The Daya Bay measurement is shown at the flux-weighted baseline
(573 m) of the two near halls.

Comparison to previous measurements Comparison to models 

of source deployments throughout the GdLS volume with
a manual calibration system [34]. The efficiency for
detecting Gd-capture IBD neutrons, also called the delayed
energy cut efficiency, is dependent on the amount of
Gd-capture γ energy deposited outside the scintillator and
was determined using MC benchmarked to the IBD
Gd-capture spectrum from data. Finally, in order to account
for contributions from IBD interactions outside the GdLS
target, we have applied a spill-in correction determined using
simulation-data comparisons of IBD coincidence time and
reconstructed position distributions. The updated detector
efficiency ε was estimated to be 80.6% with an AD-
correlated fractional uncertainty δε=ε of 2.1%. Application
of additional AD-dependent muon veto and multiplicity cut
efficiencies, described in detail in Refs. [17,29], produced
total detection efficiencies εIBD ranging from64.6%to77.2%
among ADs. The total correlated uncertainty was dominated
by the spill-in correction, whose uncertainty enveloped
the individual uncertainties provided by three independent
methods and was limited by small biases in position
reconstruction. A cross-check of the spill-in effect provided
by data-simulation comparisons of neutron sources deployed
outside the target volume showed agreement well within this
uncertainty.
To extract the rate of IBD interactions at Daya Bay, the

θ13-driven oscillation effect must be corrected for in each
detector. A normalization factor R was defined to scale the
measured rate to that predicted with a fissile antineutrino
spectrum model. The value of R, together with the value of
sin2 2θ13, were simultaneously determined with a χ2 similar
to the one used in Ref. [4]:

χ2 ¼
X6

d¼1

½Md − RTdð1þ ϵD þ
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rω
d
rαr þ ϵdÞ þ ηd&2
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where Md is the number of measured IBD events in
the dth detector with backgrounds subtracted, Bd is the

corresponding number of background events, Td is the
number of IBD events predicted with a fissile antineutrino
spectrum model via Eq. (2), and ωd

r is the fractional IBD
contribution from the rth reactor to the dth detector
determined with baselines and reactor antineutrino rates,
σr (0.9%) is the uncorrelated reactor uncertainty, σd (0.2%
[17]) is the uncorrelated detection uncertainty, σBd

is the
background uncertainty listed in Ref. [17], and σD (2.1%) is
the correlated detection uncertainty, i.e., the uncertainty of
detection efficiency in Table I. Their corresponding nui-
sance parameters are αr, ϵd, ηd, and ϵD, respectively. The
best-fit value of sin2 2θ13 ¼ 0.090' 0.009 is insensitive to
the choice of model. The best-fit value of R is 0.946'
0.022 (0.991' 0.023) when predicting with the Huber-
Mueller (ILL-Vogel) model. Replacing the Mueller 238U
spectrum with the recently measured spectrum in Ref. [35]
yields negligible change in R. The uncertainty in R is
dominated by the correlated detection uncertainty σD.
With the oscillation effect for each AD corrected using

the best-fit value of sin2 2θ13 in Eq. (3), the measured IBD
yield for each AD is expressed in two ways: the yield per
GWth per day, Y, and equivalently, the yield per nuclear
fission, σf. These results are shown in the top panel of Fig. 1.
The measured IBD yields are consistent among all ADs after
further correcting for the small variations of fission fractions
among the different sites. The average IBD yield in the three
near ADs is Y ¼ ð1.55' 0.04Þ × 10−18 cm2 GW−1 day−1,
or σf ¼ ð5.92' 0.14Þ × 10−43 cm2 fission−1. These results
are summarized in Table II along with the flux-weighted
average fission fractions in the three near ADs.
A global fit for R was performed to compare with

previous reactor antineutrino flux measurements following
the method described in Ref. [36]. Nineteen past short-
baseline (<100 m) measurements were included using the
data from Ref. [14]. The measurements from Chooz [37]
and Palo Verde [38] were also included after correcting
for the effect of standard three-neutrino oscillations. All
measurements were compared to the Huber-Mueller model.
All predictions were fixed at their nominal value in the
fit. The resulting past global average is Rpast

g ¼ 0.942'
0.009ðexptÞ ' 0.025ðmodelÞ. Daya Bay’s measurement of
the reactor antineutrino flux is consistent with the past
experiments. Including Daya Bay in the global fit, the
new average is Rg¼ 0.943'0.008ðexptÞ'0.025ðmodelÞ.
The results of the global fit are shown in the bottom panel
of Fig. 1.
Extending the study from the integrated flux to the

energy spectrum, the measured prompt-energy spectra of
the three near-site ADs were combined after background
subtraction and compared with predictions. The antineu-
trino spectrum at each detector was predicted by the
procedure described above, taking into account neutrino
oscillation with sin2 2θ13¼ 0.090 and Δm2

ee ¼ 2.59×
10−3 eV2 based on the oscillation analysis of the same

TABLE I. Summary of IBD selection efficiencies and their
AD-correlated uncertainties. The uncertainties are given in
relative units.

Efficiency (ε) Uncertainty (δε=ε)

Target protons 0.47%
Flasher cut 99.98% 0.01%
Capture-time cut 98.70% 0.12%
Prompt-energy cut 99.81% 0.10%
Gd-capture fraction 84.17% 0.95%
Delayed-energy cut 92.71% 0.97%
Spill-in correction 104.86% 1.50%
Combined 80.6% 2.1%
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• Data from 6AD period (217days)
• Measured IBD rates corrected for 

oscillation
• Efficiencies and uncertainties 

determined for each cut
• R (Huber+Muller) = 0.946 ± 0.022 
• Consistent with previous measurements
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tion and compared with predictions. The antineutrino spec-
trum at each detector was predicted by the procedure de-
scribed above, taking into account neutrino oscillation with
sin2 2✓

13

= 0.090 and �m2

ee = 2.59 ⇥ 10�3 eV2 based on
the oscillation analysis of the same data [17]. The detector
response was determined in two ways. The first method se-
quentially applied a simulation of energy loss in the inactive
acrylic vessels, and analytical models of energy scale and en-
ergy resolution. The energy scale model was based on empir-
ical characterization of the spatial non-uniformity and the en-
ergy non-linearity with improved calibration of the scintillator
light yield and the electronics response [39]. The uncertainty
of the energy scale was about 1% in the energy range of reac-
tor antineutrinos [39]. The second method used full-detector
simulation in which the detector response was tuned with the
calibration data. Both methods produced consistent predic-
tions for prompt energies above 1.25 MeV. Around 1 MeV,
there was a slight discrepancy due to different treatments of
IBD positrons that interact with the inner acrylic vessels. Ad-
ditional uncertainty below 1.25 MeV was included to cover
this discrepancy.

Figure 2 shows the observed prompt-energy spectrum and
its comparison with the predictions. The spectral uncertainty
of the measurement is composed of the statistical, detector
response and background uncertainties. Between 1.5 and 7
MeV, it ranges from 1.0% at 3.5 MeV to 6.7% at 7 MeV, and
above 7 MeV it is larger than 10%. The predicted spectra were
normalized to the measurement thus removing the dependence
on the total rate. Agreement between a prediction and the data
was quantified with the �2 defined as

�2 =
X

i,j

(Nobs

i �Npred

i )V �1

ij (Nobs

j �Npred

j ), (4)

where Nobs(pred)

i is the observed (predicted) number of events
at the i-th prompt-energy bin and V is the covariance ma-
trix that includes all statistical and systematic uncertainties.
The systematic uncertainty portion of the covariance matrix
V was estimated using simulated data sets with randomly
fluctuated detector response, background contributions, and
reactor-related uncertainties, while the statistical uncertainty
portion was calculated analytically. A comparison to the Hu-
ber+Mueller model yielded a �2/NDF, where NDF is the num-
ber of degrees of freedom, of 43.2/24 in the full energy range
from 0.7 to 12 MeV, corresponding to a 2.6� discrepancy. The
ILL+Vogel model showed a similar level of discrepancy from
the data at 2.4�.

The ratio of the measured to predicted prompt-energy spec-
tra is shown in the middle panel of Fig. 2. A discrepancy
is apparent around 5 MeV. Two approaches were adopted to
evaluate the significance of local discrepancies. The first was
based on the �2 contribution of each energy bin, which is eval-
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FIG. 2. Top panel: Predicted and measured prompt-energy spectra.
The prediction is based on the Huber+Mueller model and normalized
to the number of measured events. The highest energy bin contains
all events above 7 MeV. The gray hatched and red filled bands rep-
resent the square-root of diagonal elements of the covariance matrix
(
p
Vii) for the reactor related and the full (reactor, detector and back-

ground) systematic uncertainties, respectively. The error bars on the
data points represent the statistical uncertainty. Middle panel: Ra-
tio of the measured prompt-energy spectrum to the predicted spec-
trum (Huber+Mueller model). The blue curve shows the ratio of the
prediction based on the ILL+Vogel model to that based on the Hu-
ber+Mueller model. Bottom panel: The defined �2 distribution ( e�i)
of each bin (black dashed curve) and local p-values for 1-MeV en-
ergy windows (magenta solid curve). See the text for the definitions
of these quantities.

uated by

e�i =
Nobs

i �Npred

i���Nobs

i �Npred

i

���

sX

j

�2

ij ,

where �2

ij ⌘ (Nobs

i �Npred

i )V �1

ij (Nobs

j �Npred

j ).

(5)

As shown in the bottom panel of Fig. 2, there is a larger contri-
bution around 5 MeV. In the second approach, the significance
of deviations are conveyed with p-values calculated within lo-
cal energy windows. A free-floating nuisance parameter for
the normalization of each bin within a chosen energy window
was introduced to the fitter that was used in the neutrino os-
cillation analysis. The difference in the minimum �2 before
and after introducing these nuisance parameters was used to
evaluate the p-value of the deviation from the theoretical pre-
diction within each window. The p-values within 1-MeV en-
ergy windows are shown in the bottom panel of Fig. 2. The
p-value for a 2-MeV window between 4 and 6 MeV reached a
similar minimum of 5.4⇥ 10�5, which corresponds to a 4.0�
deviation. The ILL+Vogel model showed a similar level of

6

discrepancy between 4 and 6 MeV.
The number of events in excess of the predictions in the 4-

6 MeV region was estimated to comprise approximately 1%
of all events in both the near and far detectors. This excess
is approximately 10% of events within the 4-6 MeV region.
This discrepancy was found to be time-independent and cor-
related with reactor power, therefore disfavoring hypotheses
involving detector response and unknown backgrounds. A re-
cent ab-initio calculation of the antineutrino spectrum showed
a similar deviation from previous predictions in the 4-6 MeV
region, and identified prominent fission daughter isotopes as
a potential explanation [40]. A number of tentative explana-
tions based on the nuclear physics of beta decays and fission
yields have been put forward and are under active investiga-
tion; for examples, see Refs. [40–44]. These studies suggest
an increased uncertainty in both the yields and spectra of the
fissile antineutrino models, which may also account for the
discrepancy.

From the measured IBD prompt spectrum at Daya Bay, we
have obtained a reactor antineutrino spectrum of IBD reac-
tions that can be used to make model-independent predictions
of reactor antineutrino flux and spectra [45]. The spectrum
was obtained by first summing the prompt-energy spectra of
the three near site ADs weighted with their target mass rel-
ative to the average target mass of all near-site ADs, M :
Scombined(Eprompt) =

P
3

i=1

Si(Eprompt)M/Mi. Detector re-
sponse effects were then removed by unfolding the combined
prompt spectrum Scombined(Eprompt) to an antineutrino spec-
trum of IBD reactions, Scombined(E). Finally, oscillation ef-
fects were removed and each bin of the antineutrino spectrum
was normalized to cm2/fission/MeV using the thermal power
Wth(t) and fission fraction fi(t) information of each core.
The reactor antineutrino spectrum is expressed as

Sreactor(E) =
Scombined(E)

P sur(E) ·NP · Ftotal
, (6)

where P sur(E) is the flux-weighted average of the survival
probabilities P

sur

(E,Li,d) from the six reactors (i) to the
three detectors (d), NP is the number of target protons in
M , and Ftotal is the total number of fissions from the sum of
the fissions of the six reactors to the three detectors weighted
with "

IBD,d/4⇡L2

i,d. Correcting the unfolded spectrum with
an average survival probability resulted in a negligible bias
(<0.01%).

Detector response effects were removed with the Singular
Value Decomposition (SVD) unfolding method [46]. Statis-
tical and systematical uncertainties are naturally propagated
in the SVD method. The bias of unfolding was estimated by
using detector response matrices constructed from the two dif-
ferent detector response models and by using a variety of in-
put antineutrino spectra which covered the uncertainties of the
two models and those estimated in Ref. [40]. The bin-to-bin
bias between 2.2 and 6.5 MeV was about 0.5%, which was a
few times smaller than the statistical uncertainty. The bias out-
side this region was about 4% and increased with energy due
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FIG. 3. Top panel: The extracted reactor antineutrino spectrum and
its correlation matrix. Bottom panel: Ratio of the extracted reac-
tor antineutrino spectrum to the Huber+Mueller prediction. The er-
ror bars of the data points are the square-roots of the diagonal ele-
ments of the data covariance matrix, which included statistical and
systematic uncertainties, as well as bias and the AD-correlated un-
certainty from Table I. The solid red band represents the square-roots
of the diagonal elements of the prediction covariance matrix, which
included reactor and Huber+Mueller model uncertainties. The hori-
zontal dashed line represents the normalization factor R = 0.946. The
vertical dashed line denotes that above 8 MeV, the Huber+Mueller
model was extrapolated.

to the decrease of events. The bias values were assigned as
additional uncertainties to the unfolded spectrum. Unfolding
performed with the Bayesian iteration method [47, 48] pro-
duced consistent results. Between 2 and 7.5 MeV, the spec-
tral uncertainty of the unfolded spectrum Scombined(E) ranges
from 1.1% at 4.25 MeV to 9.3% at 7.5 MeV, and around 10
MeV is more than 20% due to low statistics. The obtained
reactor antineutrino spectrum and its correlation matrix are
shown in the top panel of Fig. 3. Between 2 and 7.5 MeV,
the uncertainty of the diagonal elements ranges from 2.7% at
4.25 MeV to 10.4% at 7.5 MeV. The bottom panel of Fig. 3
is the ratio of the extracted reactor antineutrino spectrum to
the prediction using the fissile antineutrino spectra of the Hu-
ber+Mueller model and the average fission fractions listed in
Table II. The integral of the ratio is equal to the flux normal-
ization factor R given in Table II. The integral of the spectrum
is equal to the yield �f given in Table II. The discrepancy be-
tween 5 and 7 MeV corresponds to the discrepancy between 4
and 6 MeV in the IBD prompt-energy distribution in Fig. 2.

In summary, the Daya Bay experiment collected more
than 330,000 antineutrino events in the data-taking period
with six antineutrino detectors. The measured IBD yield is
(1.55 ± 0.04) ⇥ 10�18 cm2/GW/day or (5.92 ± 0.14) ⇥
10�43 cm2/fission. This flux measurement is consistent with
the global average of previous short baseline experiments and
is 0.946 ± 0.022 (0.991 ± 0.023) times the prediction using
the Huber+Mueller (ILL+Vogel) fissile antineutrino model. In

Positron Spectrum Antineutrino Spectrum

Spectral shape not consistent 
with Huber model

4𝜎 discrepancy between 
4-6MeV

Antineutrino spectrum extracted via 
detector response unfolding

Reference spectrum for other 
experiments
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Fig. 2. The sensitivity in the 0.01 eV2 < jΔm2
41j < 0.3 eV2

region originated predominantly from the relative meas-
urement between the two near halls, while the sensitivity
in the jΔm2

41j < 0.01 eV2 region arose primarily from the
comparison between the near and far halls. The high-
precision data at multiple baselines are essential for probing
a wide range of values of jΔm2

41j.
The uncertainty of the reactor flux model’s normalization

had a marginal impact in the jΔm2
41j < 0.3 eV2 region. For

jΔm2
41j > 0.3 eV2, spectral distortion features are smeared

out and the relative measurement loses its discriminatory
power. The sensitivity in this region can be regained by
comparing the event rates of the Daya Bay near halls
with the flux model prediction, which will be reported in a
future publication. In this Letter, we focus on the jΔm2

41j <
0.3 eV2 region.
Three independent analyses were conducted, each with

a different treatment of the predicted reactor antineutrino
flux and systematic errors. The first analysis used the
predicted reactor antineutrino spectra to simultaneously fit
the data from the three halls, in a fashion similar to what
was described in the recent Daya Bay spectral analysis [45].
A binned log-likelihood method was adopted with nuisance
parameters constrained with the detector response and the
backgrounds, and with a covariance matrix encapsulating
the reactor flux uncertainties as given in the Huber [49]
and Mueller [39] flux models. The rate uncertainty of the
absolute reactor ν̄e flux was enlarged to 5% based on
Ref. [40]. The fit used sin2 2θ12 ¼ 0.857" 0.024, Δm2

21 ¼
ð7.50" 0.20Þ × 10−5 eV2 [50], and jΔm2

32j ¼ ð2.41"
0.10Þ × 10−3 eV2 [51]. The values of sin2 2θ14, sin2 2θ13

and jΔm2
41j were unconstrained. For the 3þ 1 neutrino

model, a global minimum of χ24ν=NDF ¼ 158.8=153 was
obtained, while the minimum for the three-neutrino model
was χ23ν=NDF ¼ 162.6=155, where NDF represents num-
ber of degrees of freedom. We used the Δχ2 ¼ χ23ν − χ24ν
distribution obtained from three-neutrino Monte Carlo
samples that incorporated both statistical and systematic
variations to obtain a p-value [52] of 0.74 for Δχ2 ¼ 3.8.
The data were thus found to be consistent with the three-
neutrino model, and there was no significant evidence for
sterile neutrino mixing.
The second analysis performed a purely relative compari-

son between data at the near and far halls. The observed
prompt energy spectra of the near halls were extrapolated to
the far hall and compared with observation. This process was
done independently for each prompt energy bin, by first
unfolding it into the corresponding true antineutrino energy
spectrum and then extrapolating to the far hall based on the
known baselines and the reactor power profiles. A covariance
matrix, generated from a large Monte Carlo data set incor-
poratingboth statistical and systematic variations,was used to
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The sensitivities were estimated from an Asimov Monte Carlo
data set that was generated without statistical or systematic
variations. All the Daya Bay sensitivity curves were calculated
assuming 5% rate uncertainty in the reactor flux except the
dot-dashed one, which corresponds to a comparison of spectra
only. Normal mass hierarchy was assumed for both Δm2

31 and
Δm2

41. The dip structure at jΔm2
41j ≈ 2.4 × 10−3 eV2 was caused

by the degeneracy between sin2 2θ14 and sin2 2θ13. The green
dashed line represents Bugey’s [32] 90% confidence level (C.L.)
limit on ν̄e disappearance and the magenta double-dot-single-
dashed line represents the combined KARMEN and LSND
95% C.L. limit on νe disappearance from νe-carbon cross section
measurements [33].
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account for all uncertainties. The resulting p-value was 0.87.
More details about this approach can be found in Ref. [53].
The third analysis exploited both rate and spectral

information in a way that is similar to the first method
but using a covariance matrix. This matrix was calculated
based on standard uncertainty propagation methods, with-
out an extensive generation of Monte Carlo samples. The
obtained p-value was 0.74.
The various analyses have complementary strengths.

Those that incorporated reactor antineutrino flux constraints
had a slightly higher reach in sensitivity, particularly for
higher values of jΔm2

41j. The purely relative analysis was
more robust against uncertainties in the predicted reactor
antineutrino flux. The different treatments of systematic
uncertainties provided a thorough cross-check of the results,
which were found to be consistent for all the analyses in the
region where the relative spectral measurement dominated
the sensitivity (jΔm2

41j < 0.3 eV2). As evidenced by the
reported p-values, no significant signature for sterile neu-
trino mixing was found by any of the methods.
Two methods were adopted to set the exclusion limits in

the ðjΔm2
41j; sin2 2θ14Þ space. The first one was a frequent-

ist approach with a likelihood ratio as the ordering
principle, as proposed by Feldman and Cousins [54].
For each point η≡ ðjΔm2

41j; sin22θ14Þ, the value Δχ2cðηÞ
encompassing a fraction α of the events in the χ2ðηÞ −
χ2ðηbestÞ distribution was determined, where ηbest was the
best-fit point. This distribution was obtained by fitting a
large number of simulated experiments that included
statistical and systematic variations. To reduce the number
of computations, the simulated experiments were generated
with a fixed value of sin2 2θ13 ¼ 0.09 [45], after it was
verified that the dependency of Δχ2cðηÞ on this parameter
was negligible. The point η was then declared to be
inside the α confidence level (C.L.) acceptance region
if Δχ2dataðηÞ < Δχ2cðηÞ.
The second method was the confidence levels CLs

statistical method [55] described in detail in Ref. [56]. A
two-hypothesis test was performed in the (sin2 2θ14,
jΔm2

41j) phase space with the null hypothesis H0 (3-ν
model) and the alternative hypothesis H1 (3þ 1-ν model
with fixed value of sin2 2θ14 and jΔm2

41j). The value of θ13
was fixed with the best-fit value of the data for each
hypothesis. Since both hypotheses have fixed values of
sin2 2θ14 and jΔm2

41j, their χ2 difference follows a Gaussian
distribution. The mean and variance of these Gaussian
distributions were calculated from Asimov data sets with-
out statistical or systematic fluctuations, which avoided
massive computing. The CLs value is defined by

CLs ¼
1 − p1

1 − p0

; ð3Þ

where p0 and p1 are the p-values for the 3-ν and 3þ 1-ν
hypotheses models respectively. The condition of CLs ≤
0.05 was required to set the 95% CLs exclusion regions.

The 95% confidence level contour from the Feldman-
Cousins method and the 95% CLs method’s exclusion
contour are shown in Fig. 3 [57]. The two methods gave
comparable results. The detailed structure is due to the
finite statistics of the data. The impact of varying the bin
size of the IBD prompt energy spectrum from 200 to
500 keV was negligible. Moreover, the choice of mass
ordering in both the three- and four-neutrino scenarios had
a marginal impact on the results. For comparison, Bugey’s
90% C.L. exclusion on ν̄e disappearance obtained from
their ratio of the positron energy spectra measured at
40=15 m [32] is also shown. Our result presently provides
the most stringent limits on sterile neutrino mixing at
jΔm2

41j < 0.1 eV2 using the electron antineutrino disap-
pearance channel. This result is complementary to those

from the νμ
ð−Þ

→ νe
ð−Þ

and νμ
ð−Þ

→ νμ
ð−Þ

oscillation channels. While

the νe
ð−Þ

appearance mode constrains the product of jUμ4j2

and jUe4j2, the νμ
ð−Þ

and νe
ð−Þ

disappearance modes constrain
jUμ4j2 and jUe4j2, respectively.
In summary, we report on a sterile neutrino search

based on a minimal extension of the standard model, the
3ðactiveÞ þ 1ðsterileÞ neutrino mixing model, in the Daya
Bay Reactor Antineutrino Experiment using the electron-
antineutrino disappearance channel. The analysis used the
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• Multiple detectors at different baselines 
provide unique probe for sterile neutrinos

• Relative measurement at different 
baselines

• No significant oscillation observed, 
consistent with 3-flavor neutrino 
oscillation

• Most stringent limit in the mass splitting 
range: 

Search for light sterile neutrinos 
• An unique opportunity for sterile neutrino searches 

– Sterile neutrino would introduce additional oscillation mode.  
– Relative measurement at multiple baselines: EH1 (~350m), EH2 (~500m), 

EH3 (~1600m)  

 
• Oscillation analysis 

– No significant signal observed, consistent with 3-flavor neutrino oscillation.  
– Set most stringent limit at 
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• Updated reactor oscillation analyses with enlarged datasets for 
both nGd and nH selections

• Combined analysis with 621 days of data: 

• Precision measurements of antineutrino flux and energy spectra 
performed with 217 days of data: 

• Flux consistent with previous short baseline experiments, 
Measured/Predicted = 0.946

• Spectral measurement disagrees with Huber model at 4𝜎 
between 4-6MeV

• Data collection will continue through 2017, precision will 
continue to improve for all measurements

Experiment will continue to operate until 2017 
         We expect to have more precise measurement of sin22θ13 , |Δm2

ee|  and 
antineutrino spectrum. Other results would come as well. 

Summary 
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Updated reactor antineutrino oscillation results using  nGd sample with full 
experimental configuration (8 ADs), 621 days’ data 

sin22θ13 precision 6%  

|Δm²ee| precision 4%  

Independent oscillation measurement with nH sample, 621 days’ data 

Oscillation analysis of rate  2
13sin 2 0.071 0.011T  r

Precise measurement of the reactor antineutrino flux and spectrum with nGd 
sample, 217 days’ data  

• Flux is consistent with previous short baseline experiments 
• Spectrum is NOT consistent with prediction at 4σ level in 4-6 MeV (5-7 MeV) 

positron (antineutrino) energy region 
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Combination of the nGd and nH results with 621 days’ data 


