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Evolutionary dynamics
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• Time dependence
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simple model
• N (asexual) organisms

• For each generation, random number of kids

• fitness = mean number kids

• keep total N fixed

• if p(n) ~ poisson, conditional on N being 
fixed ➔ multinomial

• kids inherit fitness
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mutation
• single mutant fitness 1+s
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Fixation

• If mutant has fitness = 1 + s

• Then probability of fixation = 2s ( for small 
s, large Ns)

• example: s = 0.05, probability of mutation 
dying is 90%!



Jakub Otwinowski

Multiple mutations

• beneficial mutations arrive with some rate 
U, per individual

• log f ’ = log f + s

• s ~ 0.01
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Mutation limited 
evolution

• fixation time << mutation time
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competing mutations

• fixation time ~ mutation time
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Clonal Interference

• mutation A established

• before A fixates, B established

• who wins? A or B?

• one mutation is “wasted”

• probability of fixation reduced



Jakub Otwinowski

Multiple Mutation Effect

• A and B compete

• A -> AC,  AC has a better chance of 
winning

• mutation C is not wasted
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Rate of Fixation

• With competing mutations:

• R is sublinear with N

• Bacterial experiments show multiple 
competing mutations are present

• distributed s? changing U? landscape?
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Spatial Structure

• competition only between neighbors

• desegregation of 2 types

44 July 2009    Physics Today www.physicstoday.org

passed on by the mother in a fashion similar to bacterial cell
division. Bacteria are in fact the likely ancestors of the mito-
chondria populating the cells of higher organisms. Single-
parent models can also be used to track the patrilineal inher-
itance of the Y chromosome.

Populations without spatial structure
We first consider the genetics of populations without spatial
structure—for example, bacteria maintained at constant den-
sity in a test tube of liquid nutrients that is being stirred or
shaken vigorously. Turbulent diffusion ensures efficient dis-
persal of cells on time scales of seconds, much shorter than
the typical half-hour time for cell division. Such well-mixed
populations are effectively zero dimensional. We assume that
each individual reproduces asexually and has, on average,
one offspring per generation. From time to time a neutral mu-
tation arises and is henceforth carried by a mutant fraction f
of the population of N individuals.

The fraction f fluctuates in time because some cells in
each generation fail to reproduce while others replicate more
than once. Such “sampling errors” generate a per-generation
variance of order f(1 – f)/N. As shown in figure 1, f(t) carries
out a random walk. In the absence of further mutations, f(t)
eventually reaches a so-called absorbing state: either the mu-
tation has been lost entirely (f = 0) or it has taken over the pop-
ulation (f = 1).

The fluctuations in offspring number cause an initial
population with multiple alleles to become genetically uni-
form after a so-called fixation time on the order of N gener-
ations. To good approximation, the stochastic dynamics of
the allele frequency can be described by a diffusion process
with an f-dependent genetic diffusion constant D of order
f(1 – f)/N, as discussed in box 1. Somewhat confusing for
physicists is the term “genetic drift,” which population ge-
neticists apply to this unbiased diffusion in the space of gene
frequencies. There is a rough analogy between genetic drift
in the limit of small N and more vigorous spatial diffusion of
particles at high temperatures.

The states f = 0 and 1 cease to be absorbing when one
considers mutations arising at a small nonzero rate µ per gen-
eration. The system now approaches a statistically steady
state after about N generations, with an average gene fre-
quency ∀f¬ between 0 and 1. If one follows the lineages of two
neutral alleles backwards in time, it turns out that they coa-
lesce into their most recent common ancestor after a number
of generations that is again of order N.

After they separate, both lineages accumulate mutations
at the rate µ, so the expected number of differences is of order

2µN. Genetic diversity caused by rare mutations should in-
crease with population size because genetic variation in
larger populations is more slowly eliminated by number fluc-
tuations, which decrease like 1/√N (see figure 1 and box 1). 

How do small advantages in reproductive success alter
the prospects of a mutation, and when does that Darwinian
selection stand out against a background of neutral evolu-
tion? In the simplest model, mutants are assumed to have a
factor 1 + s more offspring per generation than nonmutants.
(If the mutation is slightly advantageous, s is positive and
much less than 1.) Thus the ratio of mutants over nonmutants
initially increases exponentially at a rate s. Hence, in the ab-
sence of genetic drift, a newly introduced beneficial mutation
is expected to take over the whole population after some
ln(N)/s generations.

Number fluctuations can, however, dramatically alter
that deterministic Darwinian scenario. Many newly appear-
ing beneficial mutations are not, in fact, destined to reach fix-
ation, because genetic drift causes them to hit the f = 0 absorb-
ing boundary first. The relative strength of selection and
genetic drift is controlled by the product Ns, which compares
the fixation time N with the adaptation time 1/s of the bene-
ficial mutation. For Ns much less than 1, beneficial alleles are
effectively neutral and reach fixation with a probability of
about 1/N. But even when Ns is much greater than 1, fixation
of the beneficial allele is far from certain. It occurs with a
probability of only 2s (see box 1).

Spatial structure and stepping stones
The above results apply to well-mixed populations whose
distribution has no substantive spatial structure. That restric-
tion excludes many cases of interest. In species with nontriv-
ial spatial distributions, any evolutionary novelty first arises
in one individual at one location and must then spread across
the habitat. And one expects that nearby individuals are more
closely related than individuals far apart.

Spatial structure seriously complicates population-
genetics models. In a mean-field approximation, spatial mi-
gration of alleles can be modeled as an effective mutation
rate. Kimura recognized that neither well-mixed (zero-
dimensional) nor mean-field (infinite-dimensional) models
could explain the genetic diversity that increased with dis-
tance between individuals in many species.1 He and George
Weiss constructed a spatial stepping-stone model that con-
sists of a one- or two-dimensional array of discrete islands,
called demes (see box 2). Although that simple model of mi-
gration may not apply to modern human populations, con-
nected by high-speed transportation networks, it is relevant

Figure 2. Fluorescent image of
two equally fit color strains of Es-
cherichia coli bacteria spreading by
cell division on two fronts from the
razor-edge line along which a
well-mixed 50–50 population of
the two strains was inoculated
onto a surface of hard agar nutri-
ent.6 Most cell division is confined
to within about 20–30 cell widths
of the two moving linear fronts. In
this linear-inoculation geometry,
each advancing front is eventually
dominated by a single color.

Hallatschek and Nelson, Physics Today 2009
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Our model
• one dimension: one organism per site

• kids can only choose one of two parents:

• p = 1.01/2.01

• boundaries spread with speed s/2
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Surface growth
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Surface growth
• width = std deviation of log f

• KPZ exponents:

1

I. MODEL

Consider a lattice of size L, such that each point represents a genotype parameterized by its fitness. At each
generation, the fitness is chosen stochastically from one of the parents in the neighborhood, weighted according to
their fitness. The smallest possible neighborhood is of size two, such that the probability of inheriting the fitness from
parent i is

fi
fi + fi+1

.

Since we desire a steady state of mutation accumulation, mutations drop in at a rate U per site per generation. Only
beneficial mutations are considered (although harmful ones are also relevant!). An infinite sites model is assumed,
such that a beneficial mutation increases the fitness by f � = f(1 + s), where s is a constant close to zero. For the
purposes of simulation, only the number of mutations at each site, hi, is stored, and the probability of choosing
parents is approximated by 1

2+s∆i
and 1

2−s∆i
, where ∆i = hi − hi+1.

In the case of a single mutant with fitness 1 + s. The mutant has a probability of fixation equal to

π =
1− e−2s

1− e−2Ns

or for small s and large Ns, π = 2s The boundary spreads with speed c = s/2 for small s. The time for fixation is
therefore tfix = s

2L.

II. GROWTH RATE

When mutations are rare, the time for mutations to appear (conditioned that they fixate), tmut = 1/2sUL, is much
longer than tfix, so that the fixation rate, v, is mutation limited:

v = 2sUL (1)

However, when the mutation time is comparable to the fixation time, there are multiple unfixed mutations in the
population, and a rough interface forms in log fitness space. The growth rate of this interface reaches a steady state,
and for convenience we measure it in units of s, such that it is equal to the fixation rate. The growth rate is slower
than when the dynamics were mutation limited, and saturate with system size (figure 1a). This can be understood
by considering the steps in the interface as particles that are created, perform a random walk, and annihilate. Each
particle contributes to the the growth, and their density does not depend on system size. Specifically, the steps in
our model have varying heights. A step of height ∆ adds a block of size ∆/2L to the growth (the factor 1/2 is not
immediately obvious, this needs a drawing to explain) at an average rate of s

2∆. The contribution from all of the
steps to the growth rate is s

4

�
i ∆i

2/L, or s
4 �∆

2
i �. In addition, the mutation rate adds UL blocks of size 1/L every

time step. Therefore, total growth rate is

v =
s

4
�∆i

2�+ U (2)

which matches the numerical results in figure 1b. The distribution of ∆i is difficult to predict because the steps
combine into different sizes, and the number of possibilities is large.

III. SCALING OF THE WIDTH

As in surface growth phenomena, the width, w, of the interface is defined as

w2 = �(hi − �hi�)2�.

It obeys Family-Vicsek scaling such that w(t, L) ∼ tβ for short times, and saturates at long times with system size
dependence wt→∞ ∼ Lα. Figure 2 shows β = 2/3 and α = 1/2, which puts this model in the KPZ universality class.
Furthermore, if it is the KPZ class, it is possible to find the prefactors to the scaling of the width. The width grows
as

w2 = c2(A
2λt)2/3,
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Our model

• on a lattice, fixation probability is the same 
as in zero-D:

• p = 2s

• R = 2sUN in mutation limited regime

• fixation time:

• zero-D:  2/s ln N

• one-D: 2/s N
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competition slows evolution
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speed versus N
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Speed limit

• rate saturates with system size

• holds for:

• distributed s

• different wave speed

• planar habitats

Martens, Hallatschek, Genetics, 2011
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Summary
• Spatial structure increases fixation times. 

Threshold for interference lowered. Rate of 
fixation saturates

• rate of fixation reduced in bacterial exp. 

• Assumptions: homogenous spatial structure, no 
rough fitness landscape (epistasis), constant 
selection pressure

• Harmful mutations?

• Acknowledgements: Stefan Boettcher, Joachim 
Krug, Fereydoon Family, George Hentschel, David 
Cutler, Ilya Nemenman
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Mixing

• competition/
interference 
alleviated by:

• spatial mixing

• recombination
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FIGURE 4: Genetic and spatial mixing speed up adaptation. (A) Effect of recom-
bination on the adaptation speed in a linear habitat. Simulation runs are shown with various
recombination rates (see legend). Notice that the adaptation speed is positively correlated
with recombination rate r in the regime of clonal interference, consistent with the Fisher-
Muller hypothesis. Simulations were carried out with s = const., s0 = 0.25, µ = 3.125×10−5,
and deterministic adaptation waves. (B) Adaptation speeds versus habitat size for varying
rates ml of long-range jumps. The adaptation speed in the periodic selection regime is un-
changed, but even a small rate 0.001 of long-range jumps lead to 5-fold increased adaptation
speeds in the clonal interference regime. Simulations were carried out for s = const., s0 = 0.1,
µ = 5× 10−6 and deterministic adaptation waves.
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Martens, Hallatschek, Genetics, 2011


